	Course Code
	CSC403
	Course Title
	Advance Operating System

	Number of Credits
	3 Credits (TH)
2 Credits (PR)
	Internal
	20

	Total Contact Hours
	3 HRS (TH/Week)
4 HRS (PR/Week)
	External (Semester/Term Exam)
	80


Course Objective:

This course introduces basic issues in operating systems. Topics includeThreads, processes, concurrency, memory management, I/O Control and case studies. Hands-on study of Linux operating system design and kernel internals, Thread Programming.

Prerequisite:

Student must know Computer system architecture in order to understand  functioning  of 

operating system and must have knowledge of disk operating systems. 

At Course Completion:

Students who complete this course successfully are expected to:

· gain extensive knowledge on principles and modules of operating systems

· understand key mechanisms in design of operating systems modules

· understand process management, concurrent processes and threads,memory management, virtual memory concepts, deadlocks.

· compare performance of processor scheduling algorithms.

· produce algorithmic solutions to process synchronization problems.

· use modern operating system calls such as Linux process and synchronization libraries.

· Learn thread and multicore programming

Course Outline

Unit - 1: 

Introduction: Introduction to hardware support for operating systems: privileged mode execution, saving and restoring CPU state, traps and interrupts, timers, memory protection. Operating system techniques for protecting user and hardware resources. Overview of the key operating system abstractions and the use of system calls to manipulate them. Definition of OS, Types of OS: main Frame , Desktop, Multiprocessor, Distributed, Clustered, Real time, Multi programming, Time Sharing, Embedded OS . Overview of operating systems responsibilities. Operating system components and structures. Desirable Qualities of OS.                                      

Process : Definition Processes and programs. Implicit and Explicit tasking, Program execution, Independent and Co-operation process, Process relationship, Process - related states, Process State transitions, Process Control Block, Context  switches, Threads: Necessity and Advantage of Threads, Types of Threads. System Calls and System call Execution.

Interprocess Communication: Basic concepts ,Shared Memory  System,  Message Passing: Direct versus Indirect Communication, Critical Sections, Race conditions, Mutual Exclusion.

Process Scheduling: Objectives of scheduling, Types of Schedulers: Short, Long, Medium, Comparision between schedulers,  Scheduling Criteria, Scheduling Algorithms: Types Preemptive and  NonPreemptive scheduling, FCFS, RR, SJF and Priority based Scheduling; Evaluation of Scheduling algorithms.
Unit - 2:

 Threads and Concurrency: Threads, process context switch vs thread switch, true concurrency vs pseudo concurrency, operating systems as concurrent programs, concurrency through multi-threading, concurrency through interrupt handling, concurrent access to shared memory, race conditions, mutual exclusion, synchronization primitives based on atomic instructions. Thread programming using OpenMP: OpenMP programming model,Specifying current task in OpenMP, Synchronization Conctructs in OpenMP, Data Handling, Library function, Environment variables.
Synchronization Primitives: Atomic instructions, locks, spinlocks, mutex semaphores, counting semaphores, and their use in solutions to Producer Consumer synchronization. 

Classic Synchronization Problems: Classic synchronization problems: Producer Consumer, Dining Philosophers, Readers and Writers, Sleeping Barber. 

Monitors and Message Passing: Monitors, condition variables, message passing, and their use in solutions to classic synchronization problems: Producer Consumer, Dining Philosophers, Readers and Writers, Sleeping Barber. 
Deadlock Deadlock: Definition, Characteristics A  resource Allocation graph, livelock, Deadlock prevention, Deadlock avoidance: Banker’s Algorithm, Deadlock Detection and Recovery.

Unit - 3:

Introduction: Overlays and Swapping, Logical and Physical address space ,Contiguous allocation methods, Single partition and multiple partition Systems, Relocation Memory Mangement. 

Paging: Principle of operation, Page allocation, Hardware support for paging, Paging address translation by direct mapping and associate mapping , Protection and sharing, Advantages and disadvantages of paging.

Segmentation: Principle of operation, Address translation, Advantages and disadvantages of segmentation , Comparison between segmentation and Paging.

Virtual Memory: Necessity, Hardware and  control structures, Locality of reference, Page fault, Working set, Dirty page/Dirty bit, Demand paging, Thrashing, Page replacement Policies: FIFO,  LRU, NRU. 
Unit - 4:

I/O Management: I/O buffering ,Single and Double Buffer schemes, Disk Organization.
File Management: File Concepts,File descriptor, Access methods: Sequential, indexed and direct, File sharing, Protection, Access rights, File System structure, Byte Sequence, Record sequence and Tree-based, Recovery and  Disk formatting.

Secondary Storage Management: File allocation methods :Contiguous Allocation and Non Contiguous allocation , Chained, Indexed allocation , free space management , Disk Scheduling: FCFS, SSTF, SCAN and C- SCAN , Disk Cache.
Protection and Security: System performance, protection and security, policies and methods, Access Matrix.

Unit - 5: 

Introduction : History of Linux , Features of Linux, Drawbacks of Linux , Components of Linux, Memory Management Subsystems , Linux Process and Thread Management, File Management System,  Device Drivers

Linux Commands and Utilities: cat, tail, cmp, diff, wc, sort , mkdir, cd, rmdir, pwd, cp, more, passwd, who, whoami, mv,  chmod, kill, write, wall, merge , mail,  pipes, filters and redirection utilities.

Shell Scripts: Creating and executing simple shell programs, variables, special characters, comparison of expressions, iteration statements, conditional statements functions.
System Administration: Installing Linux, Booting the  system, Maintaining user accounts, File systems and Special Files, Backups and Restoration.
Books:

· Operating Systems Concepts, 8th edition, Abraham Silberschatz, Peter Baer Galvin, Greg Gagne; Wiley, ISBN 0-470-12872-0,2010.

Reference Books:

· Operating Systems: Internals and Design Principles, 6th edition, William Stallings; Prentice Hall, ISBN-10: 0136006329, Operating Systems, 3rd edition

· Modern Operating Systems,  Andrew S. Tanenbaum; Prentice Hall, ISBN-10: 0-13-600663-9, 2008, 3rd edition. 

· Using OpenMP,Portable Shared Memory Parallel Programming ,Barbara Chapman, Gabriele Jost and Ruud van der Pas, MIT Press,ISBN: 9780262533027 ,2007
Web:
· http://codex.cs.yale.edu/avi/os-book/OS8/os8c/slide-dir
· http://openmp.org/wp/resources/
· http://www.compunity.org/training/tutorials/3%20Overview_OpenMP.pdf
Lab Exercise: At least five experiments should be carried out on each unit.

By considering the sample experiment list as guidelines :

· Implementing a CPU scheduling policy in a Linux OS.

· Implementing a memory management policy in a Linux OS.

· Implementing a file system in a Linux OS. 

· Process control system calls: The demonstration of fork, execve and wait system calls along with zombie and orphan states.

· Thread management using OpenMP API.:  Thread execution ,Static scheduling, Dynamic  scheduling , Synchronization Conctructs in OpenMP ,Data Handling,Library function,Environment variables.

· Thread synchronization using counting semaphores and mutual exclusion using mutex. Application to demonstrate: producer­consumer problem with counting semaphores and mutex.

· Deadlock Avoidance Using Semaphores

· Implement the deadlock­free solution to Dining Philosophers problem to illustrate the problem of deadlock and/or starvation that can occur when many synchronized threads are competing for limited resources.

· Demonstrate  the following CPU Scheduling Algorithms


a. FCFS

b. SJF

c. Priority                   d. Round Robin

· Demonstrate  all Page Replacement Algorithms


a. FIFO

b. LRU

c. MRU

· Simulate Bankers algorithm for Deadlock Avoidance

· Simulate Bankers Algorithm for deadlock Prevention
