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Abstract

Cyberbullying is characterized by deliberate and sustained peer aggression, as well as a power

differential between the victim and the perpetrators or abusers. Cyberbullying can have a variety

of consequences for victims, including mental health problems, poor academic performance, a

tendency to drop out of work, and even suicidal thoughts. The main objective of this study was

to develop a cyberbullying detection system (CDS) to uncover hateful and abusive behaviour on

social media platforms. Two experiments were carried out to train and test the proposed system

with  binary  and  multiclass  cyberbullying  classification  datasets.  Hybrid  deep  learning

architecture consisting of convolutional neural networks integrated with bidirectional long short-

term memory networks (CNN-BiLSTM) and single BiLSTM models were compared in terms of

their ability to classify social media posts into several bullying types related to gender, religion,

ethnicity,  age,  aggression,  and  non-cyberbullying.  Both  classifiers  showed  promising

performance in the binary classification dataset (aggressive or non-aggressive bullying), with a

detection accuracy of  94%. For  the  multiclass dataset,  BiLSTM outperformed the combined

CNN-BiLSTM classifier,  achieving an accuracy of  99%. A comparison of  our  method to the

existing method on the multiclass classification dataset  revealed that our  method performed

better in detecting online bullying.

Keywords:  deep  learning  model  (/search?q=deep+learning+model);  social  media  (/

search?q=social+media);  cyberbullying  detection  system  (/search?

q=cyberbullying+detection+system);  artificial  intelligence  algorithms  (/search?

q=artificial+intelligence+algorithms)

1. Introduction

Most people now use social media to communicate on a daily basis, and the use of social

media has spread across all ethnicities and demographic groups. Due to the pervasiveness of

social media and the relative anonymity  it  provides,  cyberbullying has the potential  to harm

anybody anywhere and at any time. On 15 April 2020, UNICEF posted a notice regarding the

heightened risk of online harassment and bullying during the COVID-19 outbreak as a result of

school  suspensions,  increased  screen  usage,  and  decreased  face-to-face  interactions.

Cyberharassment is defined as the use of electronic communication to intimidate a person or

group of persons online, typically by sending messages of an intimidating or threatening nature

[1]. Cyberbullying is associated with traditional bullying and is an important area of research.

The growth of online bullying is shocking: in middle school and high school, 36.5% of students

say  they  have  been  harassed  and  threatened  online,  while  87% say  they  have  witnessed
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harassment.  The consequences  of  cyberbullying for  victims can range from poor  academic

achievement to unhappiness to suicide attempts.  Teaching students “internet  street  smarts”,

watching for warning indicators, and counselling are the primary approaches used to prevent

online harassment [2]. Although cyberbullying is illegal in all 50 states, the bulk of regulations

have no authority outside of school. While social media networks such as Facebook, Twitter,

Instagram, Snapchat, and others offer cyberbullying instructions and materials, they do not offer

active  anti-cyberbullying  tools.  Approximately  90% of  cyberbullying  incidents  go  unreported.

Thus, an intelligent, functioning, user-generated text detection system is essential. Even though

numerous groups are dedicated to increasing awareness about cyberbullying, the number of

digital  attacks  continues  to  rise  [3].  Three  billion  people  utilize  social  network  platforms  to

communicate with others [4]. Facebook and other social networking apps are clearly beneficial

to  their  users,  but  they  can also be used for  harmful  purposes.  The employment  of  digital

technology to abuse a person or group of people is considered online harassment, and can be

considered a malign use of technology [5]. Since cyberbullying can swiftly reach a large number

of individuals, it has more potent and long-lasting impacts than traditional bullying. Moreover, it

can  be  difficult  or  even  impossible  to  remove  hazardous  information  from  online  sources.

Although there is  no evidence that  online bullying causes physical  injury  to  victims,  mental

health issues, such as despair, low self-esteem, fatigue, and even suicide attempts, have been

linked  to  cyberbullying  [6].  Especially  among  youngsters  and  teenagers,  cyberbullying  has

grown  in  prevalence  over  the  last  decade.  A  recent  research  study  indicated  that  37% of

children in India experienced cyberbullying in 2018, followed by the United States (26%), South

Africa  (26%),  and  Turkey (20%).  Research  findings  indicate  that  this  problem is  increasing

rapidly and is unrelated to a country’s level of growth. Between 2011 and 2018, cyberbullying

increased  considerably  in  Sweden,  one  of  the  world’s  most  developed  countries  [7].  A

considerable  amount  of  research  has  applied machine  learning  techniques  to  automatically

identify  cyberbullying  [8,9],  although  the  vast  majority  of  studies  have  been  conducted  in

English. Text mining techniques, such as those utilized in sentiment analysis studies, have been

used in most  of  the research in this area.  Posts on social  media,  by their  very nature,  are

dynamic and context-dependent, and thus they should not be considered as standalone texts

[10].

In  this  research,  we have aimed to  develop  a hybrid deep learning model  based on a

convolutional  neural  network  and  bidirectional  long  short-term  memory  (which  are  artificial

neural  network  techniques)  to  detect  and  predict  different  types  of  content  containing

cyberbullying  activities  and  behaviors  on  social  media  platforms  (e.g.,  Twitter  and  online

discussion blogs). These different types of content are associated with religion, age, gender,

ethnicity, and aggressive or hateful speech.
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2. Literature Review

Yin  et  al.  [8]  carried  out  the  first  research  into  the  automatic  recognition  of  online

cyberbullying. The authors used three different datasets to detect harassment on three different

online platforms. The Kongregate platform was used for one dataset collection, while the other

datasets  were  gathered  from  discussion-based  communities  (e.g.,  Reddit).  A  linear  kernel

classification  model  and  various  feature  extraction  methods  (N-grams  and  term  frequency-

inverse  term  frequency  (TF-IDF))  were  employed  for  the  classification  task.  Although  their

experimental  results  were  ambiguous,  the  study  served  as  a  starting  point  for  further

investigation. Another study was proposed in the same field by [9]. The authors implemented

C4.5, k-nearest neighbors (KNN) and support vector machine (SVM) classification techniques,

which were tested on a dataset consisting of text comments collected from the Formspring.me

platform. Based on their experimental results, the C4.5 decision tree algorithm surpassed both

the KNN and SVM classifiers,  with  a  detection rate  accuracy of  78.5%. Dinakar  et  al.  [11]

proposed a two-step detection method. The very first step was to decide whether or not a piece

of  information  or  content  falls  under  the  category  of  sensitive.  The  second  step  involved

classifying  the  content  of  the  text  with  a  particular  label  (e.g.,  intellectual  ability  or  sexual

orientation).  The  proposed  method  was  tested  on  4500  YouTube  comments,  and  the

classification accuracy ranged from 70 to 80%. Dadvar et al. [12]  proposed a gender-based

method to detect cyberbullying related to gender harassment. Their  approach employed two

distinct  vocabulary  sets.  Based  on their  findings,  this  method has  marginally  enhanced the

accuracy  of  machine-learning  classifiers.  Subsequently,  several  studies  using  a  range  of

different  techniques  have  been  conducted  in  relation  to  cyberbullying  detection.  Based  on

Essential Dimensions of Latent Semantic Indexing (EDLSI), Kontostathis et al. [13] developed a

model for classifying the most popular words used in cyberbullying based on messages from the

Formspring.me website. The authors reported that the classification model provided an average

precision of 91.25%. Ptaszynski [14] used brute force search algorithms and learning classifiers

to find patterns associated with online cyberbullying. Specifically, in their classification process

they extracted patterns from sentences.  Based on the Human Rights  Center  database,  this

approach surpassed earlier cyberbullying detection methodologies. Zhang et al. [15] used deep

learning to design a robust cyberbullying identification model. A convolutional neural network

(CNN) model  was built  using the pronunciation of  words as input features for  the detection

process. The CNN model was tested and verified on a dataset consisting of social media text

comments gathered from the Twitter and Formspring.me platforms. The results showed that the

pronunciation-based CNN model performed better than baseline CNN models with arbitrarily

created word embeddings. Chavan and Shyla [16] presented a method for determining whether

a comment would be insulting to other users. They used skip-grams as input sequences for their

machine learning classifiers.  Furthermore,  they incorporated the results of  SVM and logistic
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regression classification models into their methodology. Squicciarini et al. [17] used a decision

tree classifier to identify text-based features and then presented a rule-based method to further

identify cyberbullying behaviors.

According to the literature review on cyberbullying detection, few studies have focused on

analyzing texts written in languages other than English. Among the studies that have, Ozel et al.

[18] used the Turkish language in their investigation of cyberbullying detection. To generate an

evaluation dataset for their experimental work, they collected streaming data from Twitter. Each

tweet was given its own vector using the bag-of-words approach and classified using a variety of

machine  learning  techniques  (support  vector  machine,  naïve  Bayes,  C4.5  and  KNN)  to

determine whether the posts involved mistreatment. In terms of F-measure, the Naive Bayes

classifier  significantly  outperformed other  classification  techniques,  with  an accuracy  rate  of

79%.

Bozyigit et al. [19] used data from to create a Turkish dataset for identifying cyberbullying.

The authors applied different neural network techniques in their experiments. To reduce feature

space  dimensions  and  eliminate  unnecessary  words,  the  information  gained  was  used  to

determine  the  importance  and ranking  of  features before  the  models  were  trained.  The  F-

measure was 91% for this artificial neural network technique. Wang et al. [3] presented a graph

convolutional  neural  network  technique  (GCN)  for  multi-class  cyberbullying  detection  using

40,000 Twitter posts. Further, the authors compared various machine learning techniques, such

as XGBoost, Naïve bays (NB), SVM, MLP, and KNN. Based on their experimental results, the

GCN model achieved the highest F1-score of 92% [20]. Another study presented by Bozyiğit et

al. [20] used supervised machine learning techniques (SVM, logistic regression, NB, random

forest and AdaBoost) to detect cyberbullying based on numerical and text-based features. Out

of the algorithms used, the AdaBoost algorithm had the best performance.

Recently, there has been a great deal of interest expressed by the academic community in

the topic of cyberbullying. In this section, we discuss the contributions made by academics to

research on the detection of cyberbullying [21,22,23,24,25]. Hosseinmardi et al. [26] created a

methodology for identifying instances of cyberbullying on Instagram by mining the platform’s

captions,  comments,  and  photo  data.  The  information  was  generated  with  the  use  of  the

Instagram’s API, as well as user profiles. In addition, the dataset obtained was annotated with

the help of the CrowdFlower platform. Logistic regression was used to predict bullying postings

on the set40+ dataset. The criteria that were taken into account were early comments, captions,

post times, user traits and photo content. The F1-score of 0.84 was determined by combining

the usage of unigram features with those of bigram features. Using a DL model, AlAjlan et al.

[27]  were able to locate  cases of  cyberbullying.  Using approaches for  feature selection and

feature  engineering,  they were  able  to  extract  features from the input  data.  They removed

duplicates from a dataset that had 39,000 tweets before using them in their study. The model
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was  trained  and  validated  using  a  total  of  9000  instances  of  bullying  tweets  and  21,000

instances  of  tweets  that  did  not  include  bullying.  With  a  rate  of  95%,  their  model  was

substantially more accurate than the SVM.

We utilized the research carried out in to apply it in a practical setting to Turkish texts, since

the  detection  of  cyberbullying  has  been  neglected.  To  detect  instances  of  cyberbullying  in

Turkish  social  media  platforms,  the authors  created  eight  unique  models  of  artificial  neural

networks. According to the findings, their machine learning classifiers performed far better than

those used in prior tests, achieving a score of 91% on the F1-measure [18]. Aldhyani et al. [28]

proposed deep learning models to detect Suicidal Ideation on Social Media. The work carried

out in [29] illustrates a situation that is similar to this one. In their investigation, they presented a

strategy for recognizing and responding to instances of cyberbullying, with a specific focus on

the treatment of content t written in Arabic [29].

3. Materials and Methods

This section describes the key points of the proposed cyberbullying detection system (CDS)

framework  used  for  investigating  and  recognizing  cyberbullying  activities  on  different  social

media platforms (e.g., Wikipedia Talk pages and Twitter). Figure 1 presents the steps that are

applied in this framework.

Figure 1. The framework of the applied cyberbullying detection system (CDS).

The details of this framework are discussed below.

3.1. Dataset Collection

This is the most important phase in the proposed methodology. To perform our experimental

work on online cyberbullying analysis and detection, we employed two different social media

datasets, both of which were collected from the Kaggle platform.

3.1.1. Binary Aggressive Cyberbullying Dataset

As the name suggests, aggressive cyberbullying is a type of abuse or bullying carried out

over the Internet. Online bullying is also another term for cyber-harassment. This is a binary

(/)

Loading [MathJax]/jax/output/HTML-CSS/fonts/Gyre-Pagella/Size1/Regular/Main.js

Electronics | Free Full-Text | Cyberbullying Identification System Base... https://www.mdpi.com/2079-9292/11/20/3273

9 of 39 18-06-2024, 16:15



dataset consisting of 115,661 post samples, distributed as 101,082 aggressive posts and 14,782

non-aggressive posts, collected from the Wikipedia Talk website [30].

3.1.2. Multiclass Cyberbullying Dataset

This is an openly accessible dataset gathered from the social networking site Twitter, where

users share and converse with texts called tweets. The dataset includes 39,869 tweet samples,

distributed across five types of online bullying classes, such as religion, age, gender, ethnicity,

and non-cyberbullying tweets [3]. Figure 2 visualizes the dataset sample distribution per class.

Figure 2. Visualization of the sample distribution for the multiclass dataset.

As illustrated in the above Figure 2, the distribution of dataset tweets in each class can be

seen:  religion has 7998 samples,  age class has 7992 samples,  gender  has 7973 samples,

ethnicity has 7961 samples, and the not_cyberbullying class has 7945 normal tweets.

3.2. Preprocessing

The preprocessing step involves cleaning and removing noise from the dataset before the

representation  and  transformation  methods  are  applied.  The  goal  of  text  processing  is  to

transform and express online social post content in a way that can be analyzed and classified

using the employed deep learning methods. However, the datasets need to be cleaned using

the following steps:

Punctuation removal, which is the act of taking out all of the punctuation (e.g., ?, ! : ; ‘) from

each social post in order to make it look cleaner. “The,” “a,” “an,” and “in” are some of the stop

words that are removed from a dataset for this purpose.

Transforming all words in the text into lower case words.

Removing all unnecessary words, emojis, white spaces, and digits characters from the social

posts in the datasets.
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Tokenization, which is the process of breaking a sentence down into its constituent parts, such

as words, phrases, and other pieces of information.

As  we  used  deep  learning  neural  networks  techniques  to  identify  each  social  post  as

cyberbullying or not, all text sequences in the datasets must have equal real-value vectors.

The post padding sequence method is used to complete this task.

3.3. Word Embedding Representation Approache

Word  embedding  is  a  technique  adopted  in  various  text  mining  tasks  to  form  vector

representations  of  words  of  the  given  text  content.  When  performing  text  classification,  it

generally obtains form of a real-valued word vector that embeds the semantic and context of the

words that are relatively close in the vector space and predicted them with similar meanings. For

example, word2Vec [31,32] has two types of algorithms (namely skip-gram and ‘Continuous Bag

of  Words’)  which  are  Google-developed  by  using  two-layers  neural  network  to  predict  the

context of the given word in the text. While these embedding algorithms cannot handle words

that are not in the vocabulary size, it is a common choice for natural language processing tasks

[33,34]. In this work, a Keras embedding layer [35] was used on selected vocabularies from the

binary and multiclass datasets.  We have selected Keras embedding rather  than pre-trained

embedding models since the first takes less time and easy resource computing in addition it

takes all texts (cleaned posts and tweets in this case) and form their word vectors as input data

for the proposed models. More details about this layer can be found in the next section of this

study.

3.4. Classification Techniques

After performing the preprocessing steps on both cyberbullying datasets, the next step is

the classification of the social media posts into various types of online bullying categories. For

the detection and classification tasks, we experimented with two dissimilar supervised neural

network techniques: CNN combined with bidirectional long short-term memory (CNN-BiLSTM)

and single BiLSTM independently.

3.4.1. Bidirectional Long Short-Term Memory

The LSTM network is a type of artificial recurrent neural network that is utilized in a variety

of  artificial  intelligence  and  deep  learning  activities,  including  natural  language  processing,

image processing, sequence mining, and text mining [36,37]. The memory cells employed in the

LSTM can  transfer  the  results  of  prior  data  features  into  the  output.  Furthermore,  feature

learning occurs in just one direction: forward. This ignores backward construction and hence

decreases  the  performance  of  the  machine  learning  system.  To  address  this  problem,  the

BiLSTM connects two hidden layers with opposing orientations to a single output, and the data

features  are  then  processed  and  achieved  in  two  directions:  forward  and  backward.  The
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(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

production layer in a network can gain sequential knowledge from history and upcoming states

instantly.  Figure 3  shows the structure of  the BiLSTM model for  cyberbullying post  content

detection using text-based features.

Figure 3. Structure of the BiLSTM model for cyberbullying detection.

Each LSTM memory unit has four gates: input 𝑖௧, forget 𝑓
௧
, cell state 𝑐௧, and output gate

𝑜௧. The equations of these gates are presented as follows [30].

𝑖௧ = 𝜎(𝑊௜௫𝑥௧ +𝑊௜௛ℎ௧ିଵ + 𝑏௜)

𝑓
௧
= 𝜎൫𝑊௙௫𝑥௧ +𝑊௙௛ℎ௧ିଵ + 𝑏௙൯

𝑜௧ = 𝜎(𝑊௢௫𝑥௧ +𝑊௢௛ℎ௧ିଵ + 𝑏௢

𝑐௧ = 𝑓
௧
𝑐௧ିଵ + 𝑖௧ * 𝑡𝑎𝑛ℎ( 𝑊௖௫𝑥௧ +𝑊௖௛ℎ௧ିଵ + 𝑏௖)

ℎ௧
ሱ ሮ⎯⎯

= 𝑜௧ * 𝑡𝑎𝑛ℎ(𝑐௧)

ℎ௧
ር ሲ⎯⎯

= 𝑜௧ * 𝑡𝑎𝑛ℎ(𝑐௧)

𝑡𝑎𝑛ℎ(𝑥) =
𝑒 − 𝑒ି௫

𝑒 + 𝑒ି௫

𝐻௧ = ൬ ℎ௧
ሱ ሮ⎯⎯

⊕ ℎ௧
ር ሲ⎯⎯

൰

where sig and tanh represent the sigmoid and tangent activation functions individually, x is the

input sequence, W and b specify weight and bias factors, 𝐶௧ is the cell state, ℎ௧  denotes the

output of the LSTM cell, and 𝐻௧  is the output of the bidirectional concatenation of ℎ௧
ሱ ሮ⎯⎯

 forward

and ℎ௧
ር ሲ⎯⎯

 backward LSTM layers at the current time t.

As illustrated in Figure 2,  the BiLSTM model  consists  of  three hidden neural  layers to

appropriately interpret the properties of the actual meaning of words, sequences, and phrases in
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(9)

the social media post. The first layer is an embedding layer that is the input layer designed with

three  components:  maximum  features,  embedding  dimension  and  input  sequence  length.

Maximum  features  (vocabulary  size)  are  the  top  20,000  and  30,000  most  frequent  words

selected  from  the  training  dataset  of  the  binary  and  multiclass  datasets  respectively,  as

represented in Figure 3 by W , W …W .  The embedding dimension determines the size of

word embedding vector for each word in the selected vocabulary words that were encoded into

sequences of  integers.  Custom embedding  with  specified  50  dimensions vector  space  was

applied  for  word embeddings for  the  binary  and multiclass datasets  respectively.  The input

sequence  length  is  defined  as  the  average  length  of  every  input  social  media  post  in  the

datasets and set to 249 and 98 words. The main function of an embedding layer in the BiLSTM

model is to make an input embedding matrix for each randomly chosen word from the training

set, send it  to the forward and backward LSTM (100 units) layers for analysis, and find the

semantics of the input sequences of the social post contents so that an output SoftMax layer

can classify them into different cyberbullying categories.

𝐸൫𝑤൯ = 𝑅௏×஽

where E(w) is the embedding matrix, R is the real number system, V represents the vocabulary

size (maximum features), and D refers to the dimension of the word embeddings vector.

3.4.2. Combined Convolutional Neural Network with BiLSTM Model

A CNN is a type of computational intelligence neural network. It  is commonly utilized to

discover  complex  patterns  in  image  processing,  computer  vision,  and  natural  language

processing applications [38,39,40]. A CNN is based on the architecture of the visual cortex and

closely matches the human brain’s connected configuration of neurons. Convolution in the CNN

technique is a crucial component of artificial neural networks, which defined as a mathematical

operation passes on an input data matrix of the network There are three main components of

the CNN: a convolutional layer,  max pooling,  and the full-connected layer. In this study,  we

applied the CNN with BiLSTM to construct an online cyberbullying detection system. Figure 4

depicts the overall structure of the CNN-BiLSTM model.

1 2 n
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Figure 4. Structure of the CNN-BiLSTM model for cyberbullying detection.

The following section discusses the components of the CNN-BiLSTM model.

Embedding layer

This  is  the  first  layer  of  the  CNN-BiLSTM  model  by  which  an  embedding  matrix  is

constructed for each social medial post of the dataset. In particular, it is known as lookup table

used to generate and map word embedding of each word in the selected vocabulary from the

binary  and  multiclass  datasets  into  numerical  representation  form.  It  consists  of  three

parameters (input sequence length, embedding dimension and vocabulary size), as explained

above.

Convolutional layer

The  convolution  layer  is  the  most  important  layer  in  the  CNN  structure.  It  performs

mathematical computations on the input embedding matrix provided by an embedding layer. It

uses  filters  to  pass  across  the  input  word  embedding  matrix  in  order  to  gather  sequence

information and reduce the dimensions of  the input  sequence.  In  this layer,  the convolution

process is conducted in one dimension. In the CNN-BiLSTM model, we used 100 filters with a

window size of three kernels to pass on word-based representations of the social media post
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(10)

(11)

(12)

(13)

contents in order to extract a set of local features of word sequences from an input embedding

matrix  provided  by  embedding  layer.  An  Equation  (11)  is  presented  for  the  convolutional

operation:

𝐹 = 𝐶𝑉(𝑊, 𝑋)

where CV represents the number of the convolves, W is the filter map, F is the output feature

map of the convolutional process. Then, the ReLU activation function is used for avoiding the

overfitting problem in the attained data as expressed as follow.

𝜎 = 𝑅𝑒𝑙𝑢(𝐹 + 𝑏)

where b  is  bias factor.  Further,  the output  of  activation function 𝜎  are  passed into  the max

pooling layer using the convolution kernel,  which extracts  important  features to  improve the

classification accuracy. The equation for max pooling layer is as follows:

𝑄௜ = Max൫𝑃௝
ଵ, 𝑃௝

ଶ, 𝑃௝
ଷ, … . , 𝑃௝

௧)

where 𝑄௜  is the feature vector extracted from the max pool, and 𝑃௝
௧ represents the feature map

before the maximization process.

SoftMax layer

This is the last layer applied in the CNN-BiLSTM model, which is used for the classification

of output classes of the evaluated datasets. The number of neurons in this layer is set based on

the  number  of  classes  in  the  dataset.  We  performed  two  experiments  using  different

cyberbullying detection datasets (binary and multiclass datasets). For this purpose, we placed

two and five neurons in this layer independently [41,42].  Furthermore,  its  activation function

performs probability distribution calculations for the input sequence vector of each different type

of cyberbullying activity and behavior presented in the dataset, such as age, gender, aggression,

ethnicity, and religion. The equation for the SoftMax activation function is expressed as follows:

𝜎(𝑧) =
𝑒௭೔

෍
௝=ଵ

௄
𝑒௭ೕ

where z denotes the values of the neurons placed in the output layer, and e is an exponential

that acts as non-linear function. The significant parameters of deep learning is shown in Table 1.

Table 1. Summary of the parameters used in the CNN-BiLSTM model.
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(14)

(15)

(16)

(17)

(18)

3.5. Assessment Metrics

This section presents the assessment metrics used to verify and measure the performance

of the applied deep learning models: combined CNN-BiLSTM and single BiLSTM for classifying

social  post  content  as  cyberbullying  or  non-cyberbullying.  We  employed  various  standard

evaluation metrics to appraise the suggested models based on a number of false-positive and

false-negative samples attained from the confusion matrix illustrated in the next section. These

assessments metrics  are specificity,  recall,  precision,  F1-score,  and accuracy.  The following

equations are defined for these metrics:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝐹𝑃 + 𝐹𝑁 + 𝑇𝑃 + 𝑇𝑁
×100

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
×100

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
×100

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
×100

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
×100

4. Results

This section reports the results of our experiments that were carried out using the deep

learning models employed to develop the CDS system for detecting and categorizing associated

linguistic cyberbullying into multiple classes. The aggression, age, religion, ethnicity, gender, and

non-bullying contents are included in this section. The proposed CDS system was tested in two

different  settings,  binary  and  multiclass  classification,  with  two  separate  real  cyberbullying

datasets. Before performing the classification task, we have used five-folds cross validation to

divide the dataset samples into training, testing, and validation sets, as shown in Table 2.

Table 2. Splitting of the datasets.

4.1. Binary Classification Results

The proposed deep learning algorithms were applied to investigate the effectiveness of

binary bullying classification. We categorized the binary class dataset into aggressive and non-
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aggressive bullying classes. The CNN-BiLSTM as well as single BiLSTM were considered as

classification models for this dataset. Figure 5  depicts the confusion matrices for the binary

classification dataset.

Figure 5. Confusion matrices of the BiLSTM (a) and CNN-BiLSTM (b) using the binary

dataset.

Comparing the misclassification rates, the BiLSTM showed promising results with a 4.40%

false-positive rate and a 1.47% false-negative rate, while the CNN-BiLSTM model had a 3%

false-positive rate and a 4.29% false-negative rate. Thus, the BiLSTM model achieved better

classification results than the CNN-BiLSTM model for cyberbullying detection. Table 3 presents

the classification results.

Table 3. Binary classification results of the proposed CNN-BiLSTM and BiLSTM models.

As this dataset has an imbalanced class problem, the F1-score metric is an appropriate

evaluation metric for measuring the proposed algorithms. The empirical results revealed that

BiLSTM outperformed the CNN-BiLSTM, improving the detection rate by 1% in terms of the F1-

score. Figure 6 demonstrates the receiver operator characteristic (ROC) and precision-recall

curves for the binary class dataset using the BiLSTM.
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Figure 6. (a) precision-recall and (b) ROC curve for the binary class dataset using the

BiLSTM model.

Figure 7 shows the performance of the CNN-BiLSTM algorithms with respect to training,

validation, and loss accuracies using five epochs. The CNN-BiLSTM model initially achieved

training accuracy of 96% in the training phase and the model reached testing accuracy value of

92.69% in testing phase after five epochs. The BiLSTM model started with training accuracy of

91.15% and reached to 94.45% in the training phase.

Figure 7. Performance plots of (a) CNN-BiLSTM and (b) BiLSTM using the binary class

dataset.

The  accuracy  losses  of  the  two  models  are  presented  in  Figure  8.  Both  models  had

difference losses scores, and the BiLSTM had lower loss compared to the CNN-BiLSTM.
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Figure 8. Accuracy loss of the (a) CNN-BiLSTM and (b) BiLSTM models using the binary

dataset.

4.2. Multiclass Classification Results

Based on the learning of dissimilar tweets embeddings, the same proposed deep learning

models described above were investigated to find and classify different types of cyberbullying

classes  (e.g.,  gender,  ethnicity,  age,  religion,  and  non-bullying)  in  the  evaluated  multiclass

dataset.  To  test  the  models,  we  adopted  various  supervised  classification  and  evaluation

metrics, including precision, recall, F1-score, and accuracy. These metrics were calculated using

confusion matrices, which are shown in Figure 9 and Figure 10.

Figure  9.  Confusion  matrix  of  the  BiLSTM  model  using  the  multiclass  classification

dataset.
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Figure 10. Confusion matrix of the CNN-BiLSTM model using the multiclass classification

dataset.

As can be seen in the above Figure 8, out of 7974 samples used in the testing set, 116

tweets were misclassified samples using the BiLSTM model for all classes of the dataset.

Comparing the performance of the models with respect to the misclassification rate, the

CNN-BiLSTM misclassified 266 tweet samples as illustrated in Figure 9. Thus, the BiLSTM had

a higher classification accuracy than the CNN-BiLSTM model. The experimental results for the

multiclass classification dataset are presented in Table 4.

Table 4. Results for the BiLSTM and CNN-BiLSTM models using the multiclass dataset.

To analyze the results of both models, performance plots are used to visualize the training

and validation accuracies in each epoch. As shown in Figure 11, the training accuracy of the

BiLSTM started at 94% and reached 99%, while the model’s validation accuracy improved from

97.5% to 98.5%. The CNN-BiLSTM model has been increased from 86% to 96%.
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Figure 11. Performance plots o for the multiclass classification dataset (a) BiLSTM (b)

CNN-BiLSTM.

Results from both models were visualized in terms of training and validation accuracies loss

at each epoch using performance plots for analysis. As can be seen in Figure 12, the BiLSTM

accuracy loss in testing phase is 0.10% where the CNN-BiLSTM is 20%

Figure 12. Loss plot for the multiclass classification dataset (a) BiLSTM (b) CNN-BiLSTM.

4.3. Word Cloud

Word clouds are a technology that is employed in the natural language processing domain

to visualize the most significant and frequently used words in a given text. Here, we have used

word clouds to visualize the most repeated words in the binary and multiclass cyberbullying

classification datasets. Figure 13 and Figure 14 show the word clouds of the two datasets.
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Figure 13. Word cloud for the binary class dataset (a) aggressive and (b) non-aggressive

and cyberbullying.

Figure 14. Word cloud for the multiclass tweets cyberbullying dataset.

5. Results and Comparison

This subsection presents a comparative analysis of the results of the deep learning models

using  the  multiclass  cyberbullying  classification  dataset  along  with  the  GCN and  XGBoost

approaches presented by Wang et al. [3], using Word2Vec and Keras embedding models and

the  same  dataset.  With  respect  to  comparing  the  binary  class  dataset  classification

performance, this is the first research work used this dataset according to the literature review.

Table 5 summarizes the results with the same dataset using accuracy as a metric.

Table 5.  Comparison  the  results  of  the  proposed  deep  learning  models  with  existing

methods.
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6. Conclusions

Cyberbullying is the use of social media, online discussion blogs, email, or other electronic

or digital tools to intimidate, threaten, or coerce others electronically. Also known as abusive

digital  behavior,  cyberbullying  is  characterized  by  the  use  of  disparaging,  aggressive,  or

threatening  communication.  The  purpose  of  this  research  was  to  construct  and  improve  a

cyberbullying detection system that can be used to analyze and root out instances of online

bullying perpetrated by social media users. Deep learning classifiers for detecting hateful online

tweets and discussion contents preceding cyberbullying were developed and may be applied in

the design of cyberbullying detection systems for online social media sharing platforms, such as

Twitter and Facebook. Two different experiments were carried out to train and test the proposed

system with binary and multiclass classification datasets. The accuracies of  the hybrid deep

learning CNN-BiLSTM and single  BiLSTM classifiers  were compared in  the classification  of

social media posts into dissimilar types of bullying behaviors related to gender, religion, ethnicity,

age,  aggression,  and  non-cyberbullying  communication.  The  BiLSM classifier  demonstrated

promising performance and outperformed the CNN-BiLSM with the binary classification dataset

(aggressive  or  non-aggressive  bullying),  with  a  detection  rate  of  94%.  In  the  case  of  the

multiclass dataset, the BiLSTM is also combined with the CNN-BiLSTM classifier, achieving an

accuracy of  99%. The limitations of this study are that  the datasets used are limited to the

English language and there is overfitting of the proposed models particularly while using the

binary class dataset.

For  future  work,  we  will  focus on  developing state  of  art  transformer  model  for  online

cyberbullying detection using multilingual datasets.
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