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ABSTRACT: Text Mining analysis has 

achieved amazing momentum currently in English 

language. As India is the multilingual society, this 

technology plays a very crucial role especially for 

Hindi and Marathi language. Obtaining emotion 

from text is comparatively progressing slowly 

when compared with speech and other features. 

Also, Reviews play a important role in 

recognizing the Sentiments of people concerning 

a specific place or entity. These reviews are then 

used to find the polarity and Detect Emotion. 

Written text is an unexcelled way to show persons 

feeling and emotions, it will be beneficial to make 

an effective emotion Recognition system. 

In this paper we present  review on current flow in 

sentiment analysis and text mining we broadly 

learn various text mining and sentiment analysis 

approach used by various field  in multilingual 

scheme and from dissimilar assets. As, work in 

this area for Indian languages is very less when 

compared with English work. There is necessity 

to resolve the Hindi language content and get 

vision for opinions conveyed by people at 

regional level.  

 

Keywords: Natural language, Text Mining, Text 

categorization, Word net, Text Summarization,  

Emotion Detection. 

 

I. INTRODUCTION 

 

Recognizing emotion is studied nowadays widely, 

may it be detection from facial expressions, from 

textual information, or from speech. The most 

frequent form of communication on the web is in 

the form of text, offering a platform for computer 

systems to behave more intelligently based on the 

user’s mood. With large amounts of textual data is 

available in the form of comments, blogs, emails, 

etc. The evolving nature of human language and 

the close link between the context and one’s style 

of expression are both big challenges for text-

based emotion recognition, While the great pace 

was made in emotion recognition using 

multimodal sources, such as the face, speech or 

gestures, there is not yet an effective enough text-

based emotion recognition solution, capable of 

detecting emotions from the text, with high 

accuracy, regardless of the text size. [16]. 
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Figure: Flow of Emotion Detection from text 

 

1) Data collection: what data could be used for 

feature extraction? And how to update this data to 

alleviate the problem of the continuous evolution 

of language expressions used in everyday 

exchanges 

2) Choice of features: what are the emotion 

indicators that could be present in one’s text?  

And what is the best combination of features that 

give the most accurate results? 

3) Emotion labeling: given a piece of text, what 

emotion(s) is (are) going to be assigned? 

Especially in case of multiple word annotation. 

And what are the categories of emotions to use for 

the training dataset? 

Presently on the network, there is a huge amount 

of textual information. It is fascinating to select 

emotions for different goals like those of business. 

For example, in goods, the emotional feature as 

character is different from other, and status for 

obtaining decisions, are important than deliberate 

condition as Professional, operative, cost and so 

on. Here, the purchaser is delighted to purchase a 

by-product with high prices. Emotional Marketing 

aims to stimulate emotions in customer for trying 

him to brand and so increase the sale of 

product/service. Presently it is not the product to 

be sold since for each category there are a number 

of choices, but the important is the relationship 

that the client establishes with the brand character 

and with the emotions which the by-product 

advertised. 

 

An emotion is a particular feeling that represents a 

state of mind, such as happiness, sadness, anger, 

disgust and many more. Automatic emotion 

detection from text has attracted growing attention 

due to its possibly useful applications. For 

example, the psychiatrist can help their patients 

by figuring out their discussion transcription for 

any faint emotions; stable emotion detection can 

benefit in developing capable human-computer 

interaction devices along with an emotional test of 

data such as reviews, comments on a video, 

tweets could acknowledge interesting vision into 

human nature and actions. 

 

 

II. RELATED WORK 

 

Liza Wiksara, Sherly Novianti[1] proposed 

A Text Mining Application of Emotion 

Classifications of Twitter User For  presenting the 

classified data accordingly to the emotion 
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categories in a useful format such as graph or 

table It has managed to build a model to classify 

Tweets based on Sentiments using Naïve Bayes 

Algorithm. 

 

Somprasertsri and Lalitrojwong’s [2] developed a 

supervised representation for aspect detection by 

linking lexical and syntactic characters with a best 

entropy approach. They defined four different 

features for learning the maximum entropy: 

Aspects and their POS tags, Rare words, 

Alphanumeric feature and Dependency from 

syntactic parse tree. They obtained the knowledge 

features from an annotated text. Their technique 

adopt best entropy classifier obtained form and 

add the processing technique for discovering the 

remaining feature from reviews by identifying 

record of selected features against each word in 

the reviews. We use Somprasertsri and 

Lalitrojwong’s  work for a comparison to our 

proposed model, because the model in our study is 

completely unsupervised. 

 

Srinivasu Badugu, Matla Suhasini[3] used 

Knowledge-based approach(Rule)  for Emotion 

Detection on Twitter Data there objective was 

Knowledge-based preparation in terms of features, 

Converting  Source documents into a 

representation which Enable us to Classify a large 

number of short text messages into four classes of 

emotion 

 

           Jingbo Zhu, Benjamin K., Matthew Ma[4]. 

proposed an aspect-based  opinion polling device. 

They used, a multi-aspect bootstrapping technique 

based on RlogF metric and an uncertainity degree 

is developed to learn feature-related terms for 

each aspect to be used for feature identification. 

RlogF metric for each aspect candidate t can be 

computed by: f(t, T) ⁄ R(t, T), where f(t, T) is the 

frequency of co-occurrence of candidate aspect t 

and current seed set T, and R(t, T) is the ratio of 

f(t, T) over frequency of t. By calculating RlogF, 

they rank aspect candidates based on the RlogF 

values, and then they propose three scores: rank-

based score, ambiguity degree and importance 

score. Zhu et al. define the rank-based score based 

on the extracted ranks of RlogF values. 

 

 In their approach they prefer single-word 

aspects over multiword aspects. Therefore they 

proposed an ambiguity degree based on the RlogF 

metric to penalize the multi-word aspects. Finally 

they defined an importance score for each 

candidate aspect by combining rank-based and 

ambiguity degree scores. In addition they use an 

aspect-based segmentation model by introducing a 

criterion function to segment a multi-aspect 

sentence into multiple single-aspect units as basic 

units for opinion polling.  

 

Fika Rachman, Riyanarto Sarno,  

Chastine Fatihah, Establish Corpus-Based 

Emotion detection automatically with the use 

CBE with expanding corpus and F-measure 0.61 

better than others They used WNA & ANEW 

Dataset  [5] 

 

Wei C.P, Chen Y.M, [6] developed a semantic-

based product feature detection (SPE) technique. 
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The SPE method exploits a list of positive and 

negative adjectives defined in the General Inquirer 

to recognize opinion words semantically and 

subsequently extract product features (aspects) 

expressed in customer reviews. Their technique 

starts with preprocessing, and apply association 

rule mining to analyze candidate product form. 

The SPE approach applies the similar pruning 

method as developed  in the pruning pace to 

create constant product feature from the set of 

candidate aspects. Afterward, on the basis of the 

list of positive and negative adjectives defined in 

the General Inquirer, the semantic-based cleaning 

step analyze and delete from the set of persistent 

features possible non-product form and opinion-

irrelevant product form. In addition, the semantic-

based refinement step attempts to discover 

infrequent product aspects and adds them to the 

list of product aspects extracted. The SPE 

technique is based on frequency- and semantic-

based abstraction for the aspect detection. 

 

Maryam Hasan Elke, Rundensteiner, 

Emmanuel Agu[7] Detected Emotions in Twitter 

Messages(Automatically detecting and classifying 

the emotions expressed by Twitter messages). In 

addition, they measured the public mood of 

people in a community Proposed Emotex which 

classify twitter messages into classes they used 

well-established models to detect human mood ie. 

Circumplex mode. 

Popescu and Etzioni[12] proposed an 

unsupervised knowlege abstraction device and 

named OPINE. Given a particular product and a 

corresponding set of reviews, OPINE first select 

noun phrases from reviews and maintain those 

with frequency greater than the threshold which 

was set experimentally and then approach it by 

OPINE’S assessor for abstracting explicit 

condition. The selector calculate a noun phrase by 

estimating a Point-wise Mutual Information (PMI) 

score between the phrase and metonymy 

discriminators associated with the product class. 

OPINE outputs a set of product aspects, each 

accompanied by a list of associated opinions 

which are ranked based on strength.  

 

Xian Li, Jian Pang, Biyon Mo, Yang hui Rao[13]. 

Developed Hybrid Neural Network for Social 

Emotion Detection over short text Proposing a 

hybrid neural network composed of semantic 

Machine, BTM method was used for supervised 

learning and  back propagation Algorithm which 

was More Significant and low dimensional 

expression, fine-tuning of the network. In 

association rule mining, the algorithm does not 

consider the position of the words in a sentence, 

therefore in order to remove incorrect frequent 

features, they use feature pruning that consists of 

compactness pruning and redundancy pruning.  

Their technique detect aspects which are related 

with a single noun, but used less when feature use 

low-frequency terms. Proposed model in our 

study works well with low-frequency terms and 

uses heuristic POS patterns to extract  aspect. In 

addition to the frequency-based information, our 

model uses inter-relation information between the 

aspects.  
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  Our approach differs from OPINE in the 

representation and construction of extraction 

patterns and in the measurements of extracted 

aspects. Yi et al[15] proposed a set ofstudent 

abstractionform rules for obtaining feature from 

product reviews. They introduced a condition as a 

part of relationship with the given topic, an 

attribute of relationship with the given topic, and 

an attribute of relationship with a known aspect of 

the given topic. From the observation they select 

only noun phrases from record and apply two 

feature selection algorithms mixture language 

model and likelihood ratio.  

 

           In the discipline of sentiment analysis, 

lesser work has been done in the Hindi language. 

First analysis was done in Hindi, Bengali, and 

Marathi language. Das and Bandopadhya[22]  

developed senti wordnet for Bengali language 

utilizing  English-Bengali dictionary 35,805 

words were generated by them. 

 

Das and Bandopadhya[23] developed 4 schemes 

to estimate the sentiment of a word. The first 

scheme developed by was an interactive game 

which restored annotated words with their 

polarity. In the second scheme, utilization of bi-

lingual English and other Indian Language 

dictionaries to estimate the polarity. In the third 

scheme, utilization of wordnet and synonym-

antonym relation to estimate the polarity. In the 

fourth scheme, the polarity is estimated by 

learning from pre-annotated dataset. 

 

 Aditya Joshi, Balamurali AR, Pushpak 

Bhattacharya [24] developed a fallback approach 

for the Hindi Language. This approach follows 

three techniques: First In-Language Sentiment 

Analysis, Second in Machine Translation, Third 

in Resource-based sentiment analysis. They 

developed Hindi Senti Wordnet by representing 

words of English Senti Wordnet by their Hindi 

Similar words. Efficiency accomplished  by them 

is 78.14. 

 

Piyush Arora, Vasudev Verma [25]. proposed 

graph-based technique for developing a subjective 

dictonary for the Hindi Language which is 

confided on Wordnet. At first, they build a small 

list of root words and continued it using wordnet, 

similar and opposite words Each of them from 

record is taken into consideration as vertex and 

connected accordingly to similar and dissimilar 

words. They achieved 74% correctness on the 

classification of reviews and 69% in agreement 

with human interpreter. 

 

Namita Mittal, Basant Agrawal, Prateek P. [26] 

developed a useful technique which is based on 

discourse relation  and negation for analyzing 

sentiment. They improved HSWN by adding more 

ideas to it. They proposed heuristics for managing 

negation and discourse that affected in searching 

of sentiments. 80% accuracy was obtained by 

algorithm proposed by them. 

 

M. Farhadlooet, Erik Rolland [27] proposed 

emotional analysis for the English language with 

the use of score representation along with 
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clustering. They used aspect level sentiment 

analysis. Bag of nouns was considered to enhance 

clustering results, representation of score, and 

accurate sentiment identification. 

 

Das and Bandyopadhyay[28] developed  

technique for sentence level emotion detection 

based on tagged words(Emotion)  elements 

obtained by an automatic classifier then applied 

on the Semi Evaluation Affect which sense data. 

an emotion based information retrieval system  

can use the resulting emotion tagger for 

recovering documents which will then  match the 

user defined query  and Emotion requirement. 

 

Dilip Kumar, Nongmeikapam, Kisorjit, 

Bandyopadhyay [29] proposed technique based on 

verb  for Sentiment analysis in Manipuri 

language. using CRF (Conditional Random Field) 

ie. unsupervised learning approach  and with the 

assistance of POS tagger the verbs are formed and 

polarity is obtained. They proposed  similar model 

for the Bengali language. 

 

Aditya Joshi, Balamurli, pushpak Bhattacharya 

[30] propsed sentiment analysis (cross-lingual) for 

Indian Languages. They developed replica for  

linking sentiments of two languages to beat the 

language gap and accuracy.  72% and 84% 

Precision was accomplished for Hindi and 

Marathi sentiment classification Subsequently. 

 

Godbole, ManjaSrinivasaiah, Namrataand 

Stevens[31] proposed work resolve a framework 

that measures sentiment polarity of particular 

entity in the textual data. Their structure has two 

stages, a sentiment acknowledgment stage where 

opinion expressing elements are resolved and 

second is a scoring stage where a relative score 

for every substance is determined.  

 

In the work by Annett and Konark [32] it was 

resolved that ML method of sentimental analysis 

on movies reviews is very beneficial and it was 

additionally observed that the highlights which 

are selected dramatically affect the accuracy of 

the classifier.  

 

Pang & Lee[33] work is standard in a sentimental 

analysis of movie review. They considered the 

problem of ordering archives, not by topic, 

however by overall sentiment, example To decide 

a review is pleasant or awful. They assume, that 

old machine learning methods give excellent 

outcomes over human-created guidelines. They 

additionally differentiate portions [34] and 

generate productive systems for detecting 

minimum cuts in graphs; this naturally supports 

readiness of cross-sentence appropriate 

instruction, which gives a promising aim for 

coordinating inter-sentence level logical data with 

the customary dictionary of words features. 

 

Singh et al. [35] proposed an experimental study 

on the Senti Word Net technique for figuring out 

the performance of record aligned Emotional 

Analysis of Movie survey and Blog posts. 

Researchers performed difference in semantic 

features, scoring schemes and thresholds of 

SentiWordNet Approach with two most important 
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machine learning approaches i.e. Naive Bayes and 

SVM. The identical execution of the 

methodologies for both movie as well as blog 

reviews is characterized over standard execution 

assessment measurements of Accuracy, F-

measure and Entropy. 

 

Tirath Prasad Sahu and Sanjeev Ahuja [36] 

obtained features which are strongly effective in 

deciding the margin of the movie reviews and 

they used computation linguistic methods 

preprocessing of the information. Character 

impact analysis is also carried out by researchers 

in this paper by computing information gain for 

each character for making a small feature set. Six 

classification techniques are considered on this 

approach and found that Random Forest 

outperforms an accuracy of 88.95%. 

 

Sruthi S, Reshma Sheik, Ansamma John [37] 

proposed an algorithm to extract irrelevant facts 

from the reviews in the preprocessing stage. 

lexicon and Ngram technique is used for 

abstracting key terms and SVM classifier is used 

for classifying sentiments.SVM performed 95% 

and refined sentiment analysis model is adequate 

in terms of time and cost. 

 

Bruno Ohana, Brenden Tierney assesses the use 

of SentiWordNet to the task of document-level 

sentiment classification using the Polarity data set 

for film reviews conferred in [38].  similar to the 

methods presented in [39]. A clarification to this 

method consisted of building a data set of 

characters initiated from SentiWordNet scores, 

following a careful evaluation of the data set and 

SentiWordNet. Each set of terms share the same 

meaning in SentiWordNet (synsets) which is 

combined with two numerical scores ranging from 

0 to 1, each indicating the synset’s positive and 

negative bias[40].  

 

A Hindi subjective dictionary constructed and 

discussed in [41] contains a  list of 45 adjectives 

and 75 adverbs. Comparatively, the same action 

but 25 of each in adverb collection were added in 

the adverb seed list. The Breadth First search was 

implemented to increase the seed list on a graph 

based Word Net where words were linked to each 

other to show their synonyms and antonym 

relations. A new word was added to the directory 

assigning the polarity of the word using an 

assumption that synonym carries the same 

polarity and antonym shows the opposite polarity 

of the seed word. In this technique, the authors 

governed to build a Hindi subjective lexicon with 

8,048 adjectives and 888 adverbs. The new 

subjective dictionary was then evaluated authors 

identified the adjectives and adverbs using a 

shallow parser. The weighting of the review was 

calculated using the unigram: defined as a single 

adjective or adverb, with a positive, a negative 

and an objective polarity. The highest count was 

used as the final score.  However, later an 

approximately 80% accuracy rate had been 

achieved using the same proposed classification  

 

Huang [42] make the use of block reliance 

capability for extracting particular area sentiment 

lexicon which is based on constrained label 
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creation. They partitioned the  scheme into six 

steps. Firstly, observed and abstract area’s 

particular sentiment terms by linking the block 

dependency parsing ability and earlier generic 

sentiment dictionary. To polish the sentiment 

some filtering and pruning operations were carried 

out. Then they preferred domain-independent 

sentiment root from the semi-framed domain 

reviews which had been designed manually or 

directly taken from other domains. The third step, 

estimated the semantic associations between 

sentiment terms based on their distribution 

contexts in the domain collection. For this 

estimation, the point-wise mutual information 

(PMI) was used which is commonly utilized in 

semantic connection of information theory. Then, 

they characterize and extract some combined 

contextual and morphological data between 

opinion to improve the associations. The 

association like “and” and “as well as” were 

considered as the direct contextual constraints 

whereas “but” was referred to as a flip-flop 

contextual constraint. The over constraints 

proliferate though out the collection of candidate 

sentiment terms. At last, the proliferated 

constraints were included in label production for 

the construction of area-specific sentiment 

dictionary. The developed strategy which 

demonstrates precision increment of nearly 3% 

above the baseline approach. 

 

Swati Redhu, Sangeet Srivastava, Barkha [43] 

analyzed few representative work such as entity 

recognition, relation extraction and information 

extraction. They also deliberated the sentiments of 

Spanish tweets, Arabic tweets and many more 

languages. 

 

 Kishori K. Pawar, Pukhraj P Shrishrimal, R. R. 

Deshmukh[44] presented  short notations of 

tweets, When any one analyze sentiment from 

tweets, he has to do it in a specialized aspect of 

sentiment analysis. Here  the knowledge about 

Twitter Sentiment Analysis is given. Different 

methods and techniques are discussed in a 

comparative manner by them  The accuracy/ 

result of each method enables them to imagine the 

efficiency of applied technique in respective 

circumstances. 

 

Venkata Satya Sai, Abhishikth Tholana [45] 

analyzed the latest developments in sentiment 

analysis reviewed it and studied future 

possibilities for each of these developments,their 

work is an attempt to create a basis with the help 

of which future work can be improved. The 

effectiveness of various approaches has been 

evaluated and shown in their study. 

 

III. CONCLUSION 

  

Emotion detection from text has attracted growing 

attention due to its possibly useful applications,It 

is observed that sentiment analysis and Emotion 

detection  plays important role while making a 

decision towards services and which can be useful 

in areas such as e-commerce, banking, mining 

social media websites like twitter and facebook . 

In this paper we have done literature survey and 

found that  there are various methods explained 
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which defines the sentiment analysis and emotion 

detection with respect to different aspects. It is 

noticed that for text mining and sentiment analysis 

the Obligatory Steps 

are Data Acquisition, Data Conversion, Feature 

representation, Feature Extraction and various 

machine learning Algorithms. 

 

REFERENCES: 

 

[1]Liza Wiksara,SherlyNovianti, “A Text Mining 

Application of Emotion Classifications of twitter 

Users”, 978-1-4673-8434-6/15/2015 IEEE. 

 

[2]Gamgarn,Somprasertsri,PattarachaiLalitrojwon

g,“Mining Feature-Opinion in Online Customer 

Reviews for Opinion Summarization”,vol. 16, No. 

6,  2010 J.UCS. 

 

[3] Srinivasu Badugu, Matla Suhasini, “Emotion 

Detection on Twitter Data using Knowledge 

Based Approach” ,vol.162,No 10,March 2017. 

 

[4]Jingbo Zhu ( Member IEEE), Huizhen Wang, 

Muhua Zhu, Benjamin K. Tsou (Member IEEE), 

and Matthew Ma (Senior Member, 

IEEE),”Aspect-Based Opinion Polling from 

Customer Reviews”,VOL. 2, NO. 1, JANUARY-

MARCH 2011 IEEE 

 

[5] Fika Rachman, Riyanarto Sarno, 

ChastineFatichah, “Corpus-Based of Emotion for 

emotion Detection in text document”, Oct 19-

21
st

,2016 IEEE. 

 

[6]Wei, C.P., Chen, Y.M., Yang, C.S., Yang, 

C.C.” Understanding what concerns consumers: A 

semantic approach to product feature extraction 

from consumer reviews”. Information Systems 

and E-Business Management 8(2), 149–167 

(2010). 

 

[7] Maryam Hasn, ElkeRundensteiner, Emmanuel 

Agu, “Detecting Emotions in Twitter Messages”, 

ASE BIGDATA,  27-31. 

 

[8] Saif M. Mohammad,”Sentiment Analysis: 

Detecting Valence, Emotions, andOtherA_ectual 

States from Text”,Emotion Measurement 2015. 

 

[9] C. Manning, M. Surdeanu, J. Bauer, J. Finkel, 

S. Bethard, and D.McClosky, “The Stanford 

CoreNLP Natural Language Processing Toolkit,” 

Proc. 52nd Annu. Meet. Assoc. Comput. 

Linguist.Syst.Demonstr., pp. 55–60, 2014. 

 

[10]Munmun De Choudhury, Michael Gamon, 

Scott Counts, and Eric Horvitz , 2013, “Predicting 

depression via social media.,” in International 

AAAI Conference on Weblogs and Social Media 

(ICWSM'13), The AAAI Press.  

 

[11] Marina Boia, BoiFaltings, 

ClaudiuCristianMusat, and Pearl Pu, “is worth a 

thousand words : How people attach sentiment to 

emoticons and wordsin tweets.," in SocialCom. 

2013, pp. 345-350, IEEE.  

http://www.jetir.org/


© 2019 JETIR  March 2019, Volume 6, Issue 3                                        www.jetir.org  (ISSN-2349-5162) 

 

JETIR1903C06 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 53 

 

 

[12] Ana-Maria Popescu, Oren Etzioni, “OPINE: 

Extracting Product Features and Opinions from 

Reviews”,2005,Research gate. 

 

[13] Xian Li,JianPang,Biyon Mo, 

YanghuiRao“Hybrid Neural Network for Social 

Emotion Detection over short text”,2016,1EEE. 

 

[14]M. Hu and B. Liu, "Mining and summarizing 

customer reviews," presented at the Proceedings 

of the tenth ACM. 

 

[15] Jeonghee Yi, Tetsuya 

Nasukawa,RazvanBunescu,WayneNiblack,”Senti

ment Analyzer: Extracting Sentiments about a 

Given Topic using Natural Language Processing 

Techniques”.2008 

 

[16] HajarMousanif,YasminaDouiji,”I-care 

:Intelligent Context Aareness System”, 978-1-

4799-7560-0/15/$31,2015 IEEE 

 

[17]E. C.-C. Kao, C.-C.Liu, T.-H.Yang, C.-

T.Hsieh, and V.-W. Soo,“Towards Text-based 

Emotion Detection A Survey and Possible 

Improvements,” in 2009 International Conference 

on InformationManagement and Engineering, 

2009, pp. 70–74. 

 

[18] C. Yang, K. H.-Y. Lin, and H.-H. Chen, 

“Emotion Classification Using Web Blog 

Corpora,” in IEEE/WIC/ACM International 

Conference onWeb Intelligence (WI’07), 2007, 

pp. 275–278. 

 

[19] S. Aman and S. Szpakowicz, “Identifying 

Expressions of Emotion in Text,” in Text, Speech 

and Dialogue, vol. 4629, V. Matoušek and 

P.Mautner, Eds. 2007, pp. 196–205. 

 

[20] A. Agrawal and A. An, “Unsupervised 

Emotion Detection from Text Using Semantic and 

Syntactic Relations,” in 2012 

IEEE/WIC/ACMInternational Conferences on 

Web Intelligence and Intelligent 

AgentTechnology, 2012, pp. 346–353. 

 

[21]David Darmon, Jared Sylvester, Michelle 

Girvan, and William Rand, “Predictability of user 

behavior in social Bottom-up top-down 

modeling," in  

So-cialCom.2013, pp. 102-107, IEEE. 

[22] Amitava Das, SivajiBandopadaya, 

“SentiWordnet forBangla”, Knowledge Sharing 

Event -4: Task, Volume2,2010. 

 

[23] Amitava Das, SivajiBandopadaya, 

“SentiWordnet forindian language”, Workshop on 

Asian LanguageResources, pp. 56-63, Beijing, 

China, 21-22 August 2010. 

 

[24] Aditya Joshi, Balamurali AR, Pushpak 

Bhattacharya, “Afall back strategy for sentiment 

analysis in hindi”, 

International Conference on Natural 

LanguageProcessing, 2010. 

 

http://www.jetir.org/


© 2019 JETIR  March 2019, Volume 6, Issue 3                                        www.jetir.org  (ISSN-2349-5162) 

 

JETIR1903C06 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 54 

 

[25] PiyushArora, AkshatBakliwal, 

VasudevVerma, “HindiSubjective Lexicon 

Generation using WordNet Graph Traversal”, 

IJCLA vol. 3, no. 1, pp. 2539, 2012. 

 

[26] Namita Mittal, BasantAggarwal, 

GarvitChouhan,NitinBania, PrateekPareek, 

“Sentiment Analysis of Hindi Review based on 

based on Negation and DiscourseRelation”, 

International Joint Conference on 

NaturalLanguage Processing, pp 45-50, 2013. 

 

[27] Mohsen Farhadloo, Erik Rolland,” Multi-

Class SentimentAnalysis with Clustering and 

Score Representation”, 

IEEE 13th International Conference on Data 

MiningWorkshops, pp. 904-912, 2013. 

 

[28] D. Das and S. Bandyopadhyay, “Sentence-

level emotionand valence tagging,” Cognitive 

Computation, vol. 4, no.4, pp. 420–435, 2012. 

 

[29] Nongmeikapam, Kishorjit, 

SivajiBandyopadhyay,DilipkumarKhangembam,

WangkheimayumHemkumar,Precision = 

Correctly recognized emotions for a 

classCorrectly recognized emotions for all 

classPriyankaShinghajitKhuraijam, "Verb Based 

Manipuri Sentiment Analysis”, International 

Journal on Natural Language 

Computing (IJNLC) Vol. 3, No.3, pp. 113-119, 

2014. 

 

[30] Balamurali A R, Aditya Joshi, Pushpak 

Bhattacharyya,“Cross-Lingual Sentiment Analysis 

for Indian Languages 

using Linked WordNets”, COLING 2012, pp. 73-

8, 2012. 

 

[31]Godbole, Namrata, ManjaSrinivasaiah, and 

StevenSkiena. "Large-Scale Sentiment Analysis 

for News and 

Blogs." ICWSM 7 (2007): 21. 

 

[32] Annett, Michelle, and GrzegorzKondrak. "A 

comparisonof sentiment analysis techniques: 

Polarizing movieblogs." Advances in artificial 

intelligence.Springer BerlinHeidelberg, 2008.25-

35. 

 

[33] Pang, Bo, Lillian Lee, and 

ShivakumarVaithyanathan."Thumbs up?: 

sentiment classification using machine 

learning techniques." Proceedings of the ACL-

02conference on Empirical methods in natural 

language 

processing-Volume 10. Association for 

ComputationalLinguistics, 2002. 

 

[34] Pang, Bo, and Lillian Lee. "A sentimental 

education:Sentiment analysis using subjectivity 

summarizationbased on minimum cuts." 

Proceedings of the 42nd annualmeeting on 

Association for Computational 

Linguistics.Association for Computational 

Linguistics, 2004. 

 

http://www.jetir.org/


© 2019 JETIR  March 2019, Volume 6, Issue 3                                        www.jetir.org  (ISSN-2349-5162) 

 

JETIR1903C06 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 55 

 

[35] Singh, V. K., et al. "Sentiment analysis of 

movie reviews:A new feature based heuristic for 

aspect-level sentiment 

classification." Automation, Computing, 

Communication,Control and Compressed Sensing 

(iMac4s), 2013 International Multi-Conference 

on.IEEE, 2013. 

 

[36] Tirath Prasad Sahu and SanjeevAhuja, 

“SentimentAnalysis of Movie Reviews: A study 

on Feature Selection 

& Classification Algorithms”, IEEE, 2016. 

 

[37] Sruthi S, Reshma Sheik and Ansamma John, 

“ReducedFeature Based Sentiment Analysis on 

Movie Reviews 

Using Key Terms”, IEEE, 2017. 

 

[38] Pang B., Lee L. (2004). A Sentimental 

Education: Sentiment Analysis Using Subjectivity 

Summarization Based on Minimum Cuts. 

Proceedings of the ACL, 2004. 

 

[39] Pang B., Lee L., and Vaithyanathan, S. 

(2002). Thumbs up? Sentiment Classification 

usingMachine Learning Techniques.Proceedings 

of EMNLP, 2002. 

 

40] BrunoOhana    and  Brendan Tierney  2009 

Sentiment classification of reviews using 

SentiWordNet .School of Computing 

9th. IT & T Conference 

 

41]A. Bakliwal, P. Arora and V. Vrma. (2012). 

Hindi Subjective Lexicon:A lexical Resource for 

Hindi Polarity Classification. The 

eighthinternational conference on Language 

Resources and Evaluation(LREC). Hyderabad. 

 

[42] S. Huang, Z. Niu and C. shi. (2014). 

Automatic Construction of Domain 

Specific Sentiment Lexicon based on Constrained 

label propagation.Knowledge-Based Systems, 

ELSEVIER, 56, 191-200. 

 

[43]Swati Redhu, Sangeet Srivastava, Barkha 

Bansal, Gaurav Gupta (2018) Sentiment Analysis 

Using Text Mining: A Review, International 

Journal on Data Science and Technology, 4(2),49-

53 

 

[44] Kishori K. Pawar, Pukhraj P Shrishrimal, R. 

R. Deshmukh (2015)  

 Twitter Sentiment Analysis: A Review 

International Journal of Scientific & Engineering 

Research, Volume 6, Issue 4,957-964 

 

[45] Venkata Satya Sai, Abhishikth 

Tholana(2017) International Journal of Advance 

Research, Ideas and Innovations in Technology, 

Volume3, Issue5,449-451 

 

 

 

 

 

http://www.jetir.org/

