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Abstract In the present work, the effort has been made to identify and distribute of

surface soil types using high spatial resolution multispectral (HSRM) image inves-

tigated in two ways. First, multispectral data is classified based on conventional

approaches. Second, a method based on gray level co occurrence matrix (GLCM) as

spatial objects extraction of the multispectral data is proposed. In this view, various

texture parameters of the co-occurrence matrix method were used to highlight and

extract the textures in the image. The method was computed on increasing matrix

window size starting from original one. The Resourcesat-II Linear Imaging Self

Scanning (LISS-IV) sensor multispectral image was used for testing the algorithms

of the study area Phulambri Tehsil of Aurangabad region of Maharashtra state, India.

The proposed approach was used as an input for Maximum Likelihood Classifier

(MLC) and Support Vector Machine (SVM) approaches for identification and dis-

tribution of surface soil types and other patterns. The experimental outcomes of the

present research were appraised on the basis of classification accuracy of methods.

The overall accuracy of classification by MLC and SVM after spatial feature extrac-

tion was 92.82 and 97.32% with kappa value of 0.90 and 0.96 respectively. It was

found that, the accuracy of the classification has increased after considering spatial

features based on co-occurrence matrix. The results were promising to extract the

mixed features for classification of soil type objects.
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1 Introduction

Soils are very heterogeneous in nature which is one of the most imperative resources.

Soils are assorted product of rock type, landform or topography, vegetation cover

with climate. As a result, spectral features of soil or single landscape model cannot

suffice to estimate soil features or soil boundary [1, 2]. Detailed catchment scale or

farm scale maps of soil variability that offer high spatial resolution are requisite to

estimate soil threats [3]. Moreover, the soil and land resource survey is vital in pre-

cision farming for better management and planning soil for better food production.

However, traditional methods for analysis of soil and its mapping are time consum-

ing, expensive and does not fulfill the spatiotemporal variability [4]. Furthermore,

the topographic and cadastral maps as a reference were used by the conventional

survey methods and the traditional methods are also time-consuming, formidable

and subjective [5]. Consequently, soil features can be extracted from remote sensing

datasets with its analysis and mapping. Nevertheless, the digital assessment of sur-

face soil types, spatial distribution and its mapping is somewhat formidable task due

to various soil attributes and assorted effect of numerous features of planet surface

that can vary spectral and spatial features of soils and compose it non-consistent

through the spectrum region [6].

The traditional methods of HSRM image classification consider solely spectral

information while neglecting the spatial information. Under this constraint, we have

tried to extract the spectral and spatial features of mixed land use and covered area

for soil classification like settlements, hilly area, farmland, natural vegetations, etc.,

with HSRM images.

2 Materials and Methods

2.1 The Test Location, Used Satellite Data and Soil Sampling

The test location is geographically located at 19° 28′ 43.27′′–20° 24′ 52.19′′N latitude

and 75° 13′ 10.75′′–75° 30′ 14.87′′E longitude which covers 72.70 km2. The data

was used for this study have been acquired from various sources like satellite data

along with field data. Global Positioning System (GPS) was used to acquire the

ground coordinate points. The base maps were developed using Survey of India

(SOI) toposheet of 1:50,000 scales. The proposed approach was applied on Indian

Remote Sensing (IRS) Resourcesat-II—P6 satellite imagery of LISS-IV sensor. The
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spatial resolution of LISS-IV image is 5.8 m with three spectral channels and 23.5 km

swath. The imagery was geometrically and radiometrically corrected (orthorectified)

by the provider [7]. Total 74 soil samples (0–20 cm depth) were collected and their

GPS values were recorded with scenes. The soil sampling sites were selected based

on spatial distribution. The field work for collecting soil samples and ground truth

points were carried out during the period of February 10 to March 25, 2015 and in

between 0800 and 1330 h on light days with clear environment. The soil samples

were collected in air-tight container. Every specimen was air dried and passed through

2 mm sieve for laboratory analysis of some physicochemical soil properties. The soil

properties were analyzed by standard laboratory methods at “MIT Soil and Water

Testing Laboratory”, Aurangabad, Maharashtra, India.

2.2 Experimental Methodology

In this research, image processing operations were performed through Environment

for Visualizing Images (EVVI 5.1) image analysis software and ArcGIS 10 software.

The methods are discussed as follows.

2.2.1 Spectral and Spatial Feature Information

A reliable approach to deal with pixel-based classification of satellite imagery is

to consider its spectral information. The spectral features (information) of image

is directly used as the input for the classification algorithms and processed as a

feature vector. It is reliable for classification based on spectral reflectance of each

object. Unfortunately, it does not consider spatial structures of various objects in the

classification [8]. The texture-based spatial features were analyzed for the HSRM

satellite imagery. The GLCM method is broadly used for texture analysis and pat-

tern recognition also known as spatial co-occurrence matrix (SCM) which is more

scientific depicter of texture and more accurate as compared to other methods. From

the given spectral band or its subset, the GLCM method is implemented from the

spatial stochastic properties [9, 10]. The co-occurrence matrix is two-dimensional

matrix of joint probabilities between pairs of pixel values one with gray level value i

and other with gray level value j, separated by a distance d � (1,0) (i.e. neighboring

pixels in the same row) at an angle of 0° (i.e., horizontally) in a given direction from

left to right. The GLCM matrix is a symmetrical matrix which element p (i, j | d, θ )

contains the second-order statistical probability values [9, 10]. The elements of the

GLCM method were computed using Eq. (1).

p(i, j) �

Ng
∑

i�1

Ng
∑

j�1

i · p(i, j), (1)



738 A. D. Vibhute et al.

Table 1 GLCM textures and their equations

GLCM texture features Equations

Mean x �
∑

i, j

i · p(i, j) (2)

Variance f4 �
∑

i

∑

j

(i − u)2 p(i, j) (3)

Contrast f2 �

Ng−1
∑

n�0

n2

⎧

⎪

⎨

⎪

⎩

Ng
∑

i�1
|i− j |�n

Ng
∑

j�1

p(i, j)

⎫

⎪

⎬

⎪

⎭

(4)

Dissimilarity f �

Ng−1
∑

n�1

n

⎧

⎪

⎨

⎪

⎩

Ng
∑

i�1
|i− j |�n

Ng
∑

j�1

p(i, j)2

⎫

⎪

⎬

⎪

⎭

(5)

where, p(i, j) is the GLCM, and Ng is the digit of gray levels.

The pairs of pixels of GLCM are computed in four angular directions such as

0° in horizontal, 45° in right diagonal, 90° in vertical and 135° in left diagonal

within the instantly neighboring pixels of the image. Hence, to produce the texture

image, the GLCM or the texture measures were usually calculated within a moving

window. Haralick [9] has extracted 14 textural features from the GLCM which are

the significant features. In this study, we have computed four texture measures based

on co-occurrence matrix such as; mean, variance, contrast, and dissimilarity. These

measures were computed from the co-occurrence matrix using Eqs. 2, 3, 4, and 5

drawn in Table 1.

2.2.2 Proposed Approach

The above texture measures with increasing window sizes of 3×3, 5×5, and 7×7

were considered. The x and y values were used to calculate the co-occurrence matrix.

In the calculation of co-occurrence matrix by considering each pixel, 8-neighboring

pixels were preferred. The four directions were used, i.e., 0°, 45°, 90°, and 135°

separately for the calculation. The grayscale quantization level was used with 64-bit.

The 64-bit value was beneficial when the grayscale values of the image are spread

over a broad range. After the setting of grayscale values, co-occurrence matrix was

computed in four directions. Mean, variance, contrast and dissimilarity features were

extracted for further processing. In our experiments, four features were calculated;

hence the feature set was four for each of the band. The used data has three bands;

thus the final size of feature set was 12. The resulted textures of GLCM method is

shown in Fig. 1 for window sizes of (a) 3×3, (b) 5×5, and (c) 7×7 respectively.

For each window size, these all twelve features were used and MLC as well as

SVM methods were implemented over it. The window sizes were increased up to
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Fig. 1 Spatial features based on GLCM texture measures with window sizes of a 3×3, b 5×5

and c 7×7 respectively

7×7 due to the stability (similarity) of the textural features of window sizes 5×5

and 7×7. The GLCM feature set with increased window size was given as input for

MLC and SVM algorithms. The LISS-IV image for MLC and SVM methods were

trained accordingly field observations in the combinations with laboratory results,

geolocated ground reference data with visual inspection. The ROIs were developed

by said reference points which were the support vectors for SVM-based classification

and also used for the MLC-based classification to train and test the HSRM image for

classification. The available training and testing pixels were 920 and 2203 for said

data.

The GLCM feature set with increased window size was given as input for MLC

algorithm first. The data scale factor for MLC was one and probability threshold

value was 0.1 for all training pixels. The MLC is parametric method based on the

Bayes theorem [4, 10–12] is a widely acceptable by the researchers including remote

sensing community. The MLC algorithm was implemented by the Eq. 6 [12].

p(X/C j) �
1

(2π )n/2
∣

∣

∑

j
∣

∣

0.5
× exp

⎡

⎣−
1

2
(DN − µj)T

−1
∑

j

(DN − µj)

⎤

⎦ (6)

Additionally, SVM method was also considered for LISS-IV data for comparison

of MLC results and for getting better results. The kernel of Gaussian Radial Basis

Function (RBF) of SVM method was implemented using Eq. 7 for classification anal-

ysis. SVM non-parametric supervised machine learning algorithm [13] was chosen

due to its high accuracy for classification of heterogeneous and noisy remote sensing

data with less training pixels. The SVM method is originally formulated by Vapnik

in 1995 based on statistical learning theory [10, 11, 13, 14].

Gaussian (RBF)

k(xi, x j) � exp(−γ · ||xi − x j ||2), γ > 0, (7)
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where, k(xi, x j), xi, x j and γ is respectively the kernel function, training vectors

and kernel constant parameter.

The SVM method was implemented with gamma (γ ) value 0.010, penalty param-

eter 100, and classification pyramid level one with reclassification threshold 0.90 and

classification probability threshold 0.10.

3 Results and Discussion

According to the laboratory results of soil physicochemical properties and field data

with visual inspection one major (black cotton soil or “Regur”) and two minor (Lat-

eritic soil and Sand dunes) soil types were identified and classified with other land

features. The black cotton soil includes “vertisol”, “inceptisol” and “entisol”; lat-

eritic soil includes “alfisol” and sand dunes include “Typic Torripsamments”. Five

soil classes according to USDA soil taxonomy [15] were detected and classified on

the basis of report generated by laboratory analysis of soil physicochemical properties

and field investigations. The soil classes were “vertisol”; “inceptisol” and “entisol”

of black cotton soil, “alfisol” of lateritic soil, “Typic Torripsamments” of sand dunes,

and other land features such as vegetations, water bodies, settlements and boundaries

with roads were also classified. The classification maps (Fig. 2 (a) for MLC method

and (b) for SVM method) clearly indicate that, black cotton soils [16] have covered

most area of the test site followed by vegetations, sand dunes, lateritic soil, settle-

ments, roads and water bodies. As per the laboratory reports of soils, these black

soils are deep or heavy and medium or lighter as per its physical properties. The

textures of black soils are loamy to clayey with mixed carbonates (mostly CaCo3)

and are suitable for cotton cultivation. The organic carbon, organic matter and nitro-

gen found to be less in this soil and pH values are near about 7–9. The EC values

vary from 0.25 and 0.46 d Sm-1 where values were less than 0.36 d Sm-1. The iron

contents are good in black soils. The lateritic soil included only the “alfisol” in the

studied areas as per USDA soil taxonomy which found to be hilly part and somewhat

farming sectors of test site. The pH value of these soils is low and organic matter is

high with fine texture. Sand dunes were observed to be more at riverside and hilly

rocks due to the spectral structure of sand dunes and rocks. The texture of sand dunes

was sandy. Electrical Conductivity (EC) values and organic matter contents are very

low in sand dunes. Natural vegetations including agricultural crops were accurately

classified and mapped.

First, the classification methods were computed on original preprocessed LISS-

IV data (only spectral information) and outcome was evaluated with accuracy. The

classified maps derived by MLC and SVM methods with spatial features are illus-

trated in Fig. 2a, b respectively. The soil classes were classified well with both the

classifiers. As black cotton soil was found to be more followed by sand dunes and

alfisol soils.

It was observed that, the accuracy was less with both methods on original image

(Table 2). Accordingly, the spatial texture measures were pondered and accuracy
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Fig. 2 Result of classification using (a) MLC and (b) SVM approaches respectively on A original

data, B spatial information (3×3 window size), C spatial information (5×5 window size) and D

spatial information (7×7 window size)

Table 2 Accuracy assessment of MLC and SVM algorithms

Methods/

features

Spectral features Spatial features

(3×3)

Spatial features

(5×5)

Spatial features

(7×7)

OA K OA K OA K OA K

MLC 83.38 0.79 89.83 0.87 92.23 0.90 92.82 0.90

SVM 84.52 0.80 91.51 0.89 94.55 0.93 97.32 0.96

Where, OA-Overall Accuracy and K-Kappa Value

was evaluated of each window sizes and found to be similarity in textures of 5×5

and 7×7 and hence window sizes were finalized up to 7×7. Producer’s accuracy,

user’s accuracy, overall accuracy and kappa statistics were calculated for evalua-

tion of the accuracy [10, 12]. The ground truth points were used for deriving the

confusion matrix. The classified values against actual ground observation values at

particular location were determined in the confusion matrix. The diagonal values of

the confusion matrix depicts the correctly classified features, where as nondiagonal

nonzero value demonstrates the misclassification between classified features from

related view [17]. The resulted outcome of both MLC and SVM algorithms are drawn

in Table 2 with overall accuracy and kappa values.

It was observed that, the spectral confusion were remarkable in between sand

dunes and settlements with both the classification methods. The four texture measures

were highlighted the individual objects, when increased the window size, because

they are related to the size of the object. Larger the window size within the window,

the object reflects higher gray values. Consequently, the objects with various sizes

were separated each other. The classification methods were implemented on these

four texture measures with increasing window sizes and achieved better accuracy
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(Table 2) than the original one. The confusion was reduced with spatial information

and achieved good results.

The accuracy has increased with increased window sizes. The soils and vegeta-

tions were classified more accurately than other classes. The window size 7×7 was

given best results than other two window sizes such as 3×3 and 5×5 for four texture

measures. In fact, all soil classes were classified accurately except sand dunes and

settlements caused by similarity in spatial (texture) and spectral (signature) informa-

tion.

The class-specific accuracies, black cotton soil, lateritic soil, and vegetations were

classified with the higher accuracy excluding sand dunes which were misclassified

with settlements. Our aim was to identify and classify soil classes accurately within

the farming sectors which were classified well; however, we have also considered

soils on hilly area, settlement area. It causes the low accuracy of settlement class

within the test site. It can be concluded that, heterogeneous lad features can be

correctly classified by using spatial information.

4 Conclusions

The present research highlighted the advantages of GLCM-based spatial features for

the classification of five soil classes and other mixed land patterns. The research work

introduces the new approach for soil taxonomy using spatial information along with

spectral information. Only spectral information is not sufficient for classification of

heterogeneous land features. Consequently, we have used HSRM satellite image of

LISS-IV with 5.8 m of pixel size and three spectral bands. The MLC and SVM

classification approaches were computed for spatial distribution of soil accordingly

USDA soil taxonomy and four textures of GLCM were considered with three win-

dow sizes of 3×3, 5×5, and 7×7 matrix. It was observed that, sand dunes and

settlement area, were not classified accurately when applied the two approaches on

spectral as well as spatial information. Nevertheless, when included spatial features

in the classification as an input with increased window sizes, the accuracy was also

enhanced up to 10–13% more for MLC and SVM approaches respectively. Accord-

ing to the classification maps and accuracies, it is noticed that, spatial features are

very imperative for mixed land features especially soils in different platforms. In the

final conclusion, SVM method has given much better results than MLC method. The

classification results can be useful for better utilization of soil for precision farming

practices along with its planning and management.
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