
DEEPAUTOENCF: A DENOISING 
AUTOENCODER FOR RECOMMENDER 

SYSTEMS 
BHAKTI AHIRWADKAR 

Department of Computer Science and Engineering, 
Marathwada Institute of Technology, Aurangabad, Maharashtra, INDIA.  

Email: bhaktipr@gmail.com 

SACHIN N. DESHMUKH 
Department of Computer Science and IT, 

Dr. Babasaheb Ambedkar Marathwada University, Aurangabad, Maharashtra, INDIA. 
Email: sndeshmukh@yahoo.com 

Abstract - Recommender Systems are software techniques which can be used to filter out data from the 
volumes of data available online and provide recommendations to users in their area of interest. These 
techniques use information related to users and items in addition to the ratings given by users to various 
items or providing recommendations. In the last two decades, deep learning techniques have shown 
promising results in various areas of computer vision, video recognition, natural language processing etc. 
These techniques have been used for recommender systems in recent years and have shown improvement 
in performance. In this paper we propose a model, DeepAutoEnCF, that uses Denoising Autoencoder for 
predicting user ratings. It uses dropout for regularizing the model and adding noise to input for prediction 
of ratings. The model uses side information along with unique additional information for improving the 
performance.  

Keywords : Recommender Systems; Collaborative Filtering; Content Based Collaborative Filtering; Hybrid 
Systems; Memory Based Approach; Model Based Approach; Deep Learning ; Autoencoders; Dropout.  

1. Introduction 

The widespread use of internet has made it easy for people to get information about many things they find 
interesting. But, due to the increase in online data day by day, it is getting difficult to extract useful information 
from such voluminous data. Recommender Systems (RS) play important role in assisting users to get information 
about things of their interest. Whenever users visit website for say online purchasing, they provide ratings to the 
items purchased. RSs are software that use these ratings provided by users and any other additional information 
about users and items to provide suggestions whenever users visit the website again. The task of recommender 
systems is therefore to predict the ratings of items to which the user has not rated and use these predicted ratings 
for recommending new items to users. The applications of recommender systems are in many areas like 
entertainment, service industry, online shopping, news article recommendations etc. 

    Traditional Recommender Systems are classified into Content Based Recommendation System, Collaborative 
Filtering and Hybrid Systems [Sarwar et al., (2000)]. Content based recommender systems use features of items 
that were previously rated and liked by the user and try to recommend similar items to the user. Here, the system 
uses only the current user’s history for building the profile of the user. Collaborative Filtering (CF) 
recommendation technique on the other hand tries to recommend those items to a user, that other similar users 
have liked in the past. Here, the system first finds set of similar users/items for the current user/item and then 
recommends those items that this set of users had liked earlier. Hybrid Recommender Systems are a combination 
of two or more content based and collaborative filtering techniques.  

1.1 Collaborative filtering systems 

Collaborative filtering systems use likings of other users for recommending new items to current user [Sarwar et 
al., (2000)], [Isinkaye et al., (2015)]. For this task is uses two approaches: Memory based CF and Model based 
CF. 

1.1.1 Memory based approach  

This approach uses ratings provided by the user for calculating similar set of users for current user (User Based 
CF) or similar set of items for current item (Item based CF) [Ekstrand et al., (2010)]. For predicting missing 
ratings, it uses weighted sum over this set of similar users/items. For calculating similarity commonly used 
measures are Pearson correlation of vector cosine similarity [Isinkaye et al., (2015)]. The Pearson correlation 
between users a and b is given in Eq. (1): 
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where 𝑟̅௔ is the average rating of co-rated items of the ath user. For two items i and j rated by users u∊U, the 
similarity is given in Eq. (2): 
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                            (2) 

where ru,i is the rating given by user u on item i, r̅୧ is the average rating of the ith item by the users in U. Eq. (3) 
gives the vector cosine similarity between two items or users i and j which is the dot product of the two vectors 
representing them [Sarwar et al., (2000)]: 

𝑊௜,௝ ൌ cosሺı,ሬ⃗  ȷ ሬ⃗ ሻ ൌ  
న⃗ • ఩ ሬ⃗

ห|న⃗|ห∗||఩ ሬ⃗ ||
                           (3) 

The prediction of rating for user u for an item i for user based CF is done with weighted sum [Sarwar et al., 
(2000)], [Su and Khoshgoftaar, (2009)] over set of similar users V who have rated the item i: 

𝑃௨,௝ ൌ r̅୳ ൅ 
∑ ୴∈୚൫୰౬,౟ି୰ത౬൯ .୵౫,౬

∑ ห୵౫,౬ห౬∈౒
                              (4) 

where r̅୳and r̅୴ are the average ratings for the users u and v and wu,v is the weight between user u and item v. 

    1.1.2 Model based approach  

This approach builds a model to learn hidden relationships between the data for predicting missing ratings 
[Isinkaye et al., (2015)]; [Ekstrand et al., (2010)]. Many algorithms have been developed with this approach for 
collaborative filtering like Bayesian models, clustering, dependency networks etc. Most popular model based 
approaches remain the approaches based on Matrix Factorization that represent ratings as inner product of user 
and item factor vectors obtained by mapping them to a joint latent factor space [Koren, (2009)].  

If the ratings provided by the users are sparse, the memory based approaches may not perform well. Also, they 
suffer from cold start problem which is; they cannot recommend new items without ratings to users or give 
suggestions to new users who have not rated. Scalability is also an issue with these approaches. To overcome 
these problems model based approaches have been developed which try to learn relations from the data and handle 
the scalability problems with clustering. These models are linear and fail to learn complex relations between the 
data. Due to this in last decade deep learning approaches have been used for recommender systems [Zhang et al., 
(2017)]. Various regularization techniques have been used for reducing the over fitting of the model. Dropout can 
be used for regularization which can perform better than other techniques. In this paper we propose a model for 
collaborative filtering, DeepAutoEnCF based on Denoising Autoencoders (DAE) for rating predictions. We try 
to improve the performance of the model by using dropout at hidden layers for regularizing the model and at input 
layer for adding noise to the Autoencoder. To improve the performance, the model uses the user and item 
additional information available in the dataset. It also uses unique additional information for users which is 
calculated using user ratings and movie genres. 

2. Deep Learning For CF 

In recent years, Deep Learning (DL) based approaches have been used in almost all areas for research including 
Image Processing, Natural Language Processing (NLP), Speech Recognition and many others. They have been 
used for Recommender Systems also and have shown promising results. Most common approaches are Multi 
Layer Perceptron, Convolutional Neural Networks, Autoencoders and Recurrent Neural Networks and Restricted 
Boltzman Machine [Betru et al., (2017)]. For RSs deep learning approaches have been used either independently 
or are integrated with traditional approaches. 

2.1 Autoencoders 

Autoencoders are unsupervised neural networks that are trained to reconstruct the given input x as its output. For 
achieving this, it first encodes the input into short code and then decodes it to reconstruct the output. In a simple 
Autoencoder with one hidden layer, the input x ∊RD is fed to the hidden layer, also called as bottleneck of the 
Autoencoder. It encodes the input. This encoded input is then decoded to get the output [Zhang et al., (2017)], 
which is the reconstruction of the input. This is given in Eq. (5) and Eq. (6): 

ℎ ൌ 𝑎ଵሺ𝑊ଵ𝑥 ൅ 𝑏ଵሻ                    (5) 

𝑥ᇱ ൌ 𝑎ଶሺ𝑊ଶℎ ൅ 𝑏ଶሻ                    (6) 

where k is the number of nodes in the hidden layer and is usually less than the input layer, W1∊RkxD and  W2 ∊ 
RDxk are the weight matrices, b1∊RD and b2∊RD are the bias vectors and a1, a2 are non-linear activation functions 
like Sigmoid, Identity etc. The Autoencoders are trained by back propagating the squared loss [Wu et al. (2016)]; 
[Goodfellow et al., (2016)] with the aim to minimize the reconstruction loss as shown in Eq. (7): 

ℒሺ𝑥, 𝑥ᇱሻ ൌ  ‖𝑥 െ 𝑥ᇱ‖ ൌ  ฮ𝑥 െ 𝑎ଶ൫𝑊ଶ൫𝑎ଵሺ𝑊ଵ𝑥 ൅ 𝑏ଵሻ൯ ൅ 𝑏ଶ൯ฮ (7) 
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2.1.1 Types of autoencoders  

Autoencoders are basically classified as under complete AEs, where the size of hidden layer is less than the input 
size and over complete, where the size of hidden layer can be greater than the input size [Goodfellow et al., 
(2016)]. Commonly used Autoencoders for recommender systems are Sparse Autoencoders and Denoising 
Autoencoders. When the network has many layers, the autoencoder’s learning process may become very slow, 
give poor results and lead to identity function. This can be avoided with Sparse AEs which are autoencoders with 
a sparsity penalty Ω(h) on the hidden layer that can minimize reconstruction error. Denoising autoencoders 
[Vincent et al., (2010)] are a type of autoencoders where a fraction of input is corrupted and the network learns to 
denoise the final output. With this the network does not learn to be merely an identity function but also to remove 
the corruption from the input. This makes the network to learn useful properties which can be helpful for 
predictions. The loss function for Denoising AE is: 

ℒ൫𝑥, 𝑥′෩൯                       (8) 

where  𝑥′෩  is the corrupted input. For adding noise, the methods used are: masking noise, Gaussian noise and Salt-
and-Pepper noise. When a masking noise is used, a percentage of input is set to zero. The de-noising autoencoder 
now can be trained to predict the missing values.   

3. Dropout 

 Dropout randomly selects a set of neurons and does not consider it for the training phase, i.e., temporarily removes 
it from the network (its incoming and outgoing connections). Here the probability of a node to be considered or 
not is a hyper parameter say, p. At every training stage, every node will have a probability (1-p) of dropout or 
probability p to be considered in the network. Dropout nodes will not be considered for forward pass and hence 
the weight updates will not be applied to the node during back propagation. When dropout is added to hidden 
layers, it regularizes the network [Srivastava et al., (2014)]. Dropout added to input layer adds noise to the input 
and hence can be used with autoencoder to reconstruct the input without noise. 

4. Related Work 

Deep learning has been used for recommender systems successfully in recent years. Hybrid CF based 
Autoencoders [Zhang et al., (2017)] utilizes side information of users and items for rating and ranking predictions. 
The side information addresses the cold start problem. Autorec [Sedhain et al., (2015)] model utilizes the user 
ratings with Autoencoder to implement user based and item based CF. A hybrid model proposed in [Strub et al., 
2016] implements Denoising Autoencoders with and without side information of users and items for improving 
the performance of hybrid RS. Integrated model [Dong et al, (2017)]; [Li et al., (2015)] use AE with additional 
information for generating the latent representations and use matrix factorization for rating predictions. Most of 
the implementations have used L1, L2 regularizers for reducing the over fitting of the model. Dropout can be used 
for regularizing the model. Dropout has been proposed to prevent over fitting of the model [Kuchaiev, (2017)]; 
[Liang et al., (2015)] in the coding layer. DropoutNet [Volkovs et al., (2017)] addresses the cold start problem of 
RSs and uses dropouts. 

5. Methodology 

We propose a hybrid model that uses Denoising Autoencoder (DAE) with dropout for predicting user ratings. 
Dropout is used at input layer with 0.2 dropout probability for adding noise to the input layer and also at the hidden 
layers for regularization with 0.5 dropout probability. Additional features are used to improve the performance of 
the model and address the cold start problem. Additional information is useful whenever there are less ratings 
available and also provides more information about users/items that can be helpful for the learning process. The 
rating matrix is considered to be Rmxn with m users and n items. We use two approaches: 

DeepAutoEnCF-U: input to this approach is (ru, cu)  

DeepAutoEnCF-I: input to this approach is (ri, ci)  

where ru, ri are rating vectors for user u (1,..m) and item i (1,..n) respectively and cu/ci is user’s/item’s additional 
feature vector. The loss function for DeepAutoEnCF-U is: 

ℒ ൌ  ฮ𝑟௨ െ 𝑔ሺℎ൫𝑟௨ᇲ
, 𝑐; 𝑊൯, 𝑝ฮ

ଶ
                    (9) 

The loss function for DeepAutoEnCF-I is:    

ℒ ൌ  ฮ𝑟௜ െ 𝑔ሺℎ൫𝑟௜ᇲ
, 𝑐; 𝑊൯, 𝑝ฮ

ଶ
                    (10) 

where ru' and ri' are corrupted inputs and p is the dropout probability at the hidden layer. For user based approach, 
DeepAutoEnCF-U, additional information used is user’s age, gender and movie genre weightage. This unique 
additional feature, movie genre weightage, calculates the weightage given by users to every movie genre provided 
in the dataset. It is calculated using the ratings given by users to movies belonging to a particular genre. For every 
user, top five genres are set to 1 and others a set to zero. For item based approach, DeepAutoEnCF-I, the additional 
features used are the genres to which a particular movie belongs.  
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The proposed Autoencoder uses two encoder and two decoder layers. Root Mean Squared Error (RMSE) is back 
propagated with the aim to minimize the losses. 

6. Experimental Results 

6.1 Dataset 

Several datasets have been made available by GroupLens Research. Two datasets provided by GroupLens are 
used for evaluating the results of the proposed model, MovieLens-100K and MovieLens-1M [Harper and Konstan, 
(2015)]. MovieLens 100K dataset provides 100,000 ratings on 1682 movies by 943 users. MovieLens-1M dataset 
provides ratings on 3952 movies by 6040 users. In both the datasets, each user has rated at least 20 movies.  

6.2 Results 

The evaluation is done by splitting the datasets into 80/10/10 and 60/20/20 train/validation/test sets. For both the 
datasets, user additional features are age and gender. For MovieLens-1M dataset the model also uses movie genre 
weightage feature. Item additional features used are genres of the movies. After experimenting for various values 
of dropout probability for input layer and hidden layers, it has been set to 0.2 for input layer for adding noise to 
the input data and to 0.5 for all hidden layers. The size of first encoder is set to 512 and that of second encoder to 
256 for MovieLens-1M dataset. Similarly, for MovieLens-100K dataset the sizes of first and second encoders are 
135 and 65 respectively. Rectified Linear Units (ReLU) is used as the activation function for all the layers and 
Adam’s optimizer for optimization. Batch Normalization is used for normalizing the inputs of activation functions. 
RMSE is used for evaluating the rating predictions of both the dataset. Table 1 shows comparison of RMSE over 
test set for MovieLens-100K dataset for the proposed model with traditional used-based, item-based collaborative 
filtering techniques and Singular Value Decomposition (SVD).  Table 2 shows this comparison for MovieLens-
1M dataset. 

Table 1. Comparison of Traditional and Proposed Model with RMSE for MovieLens-100K 

Algorithm MovieLens-100K (80/10/10 split) MovieLens-100K (60/20/20 split) 

User Based CF 1.01 1.20 

Item Based CF 1.02 1.23 

SVD 0.95 0.96 

DeepAutoEnCF-U 0.911 0.901 

DeepAutoEnCF-I 0.791 0.826 

Table 2. Comparison of Traditional and Proposed Model with RMSE for MovieLens-1M dataset (60/20/20 dataset split) 

Algorithm 
MovieLens-1M 
(80/10/10 split) 

MovieLens-1M 
(60/20/20 split) 

User Based CF 0.97 0.98 

Item Based CF 0.94 1.05 

Singular Value Decomposition 0.86 0.89 

DeepAutoEnCF-U without features 0.626 0.601 

DeepAutoEnCF-U with features: age and gender 0.589 0.598 

DeepAutoEnCF-U with features: age, gender, movie 
genre weightage 

0.599 0.607 

DeepAutoEnCF-I without features 0.622 0.6196 

DeepAutoEnCF-I with features: movie genres 0.581 0.6069 

Fig. 1 shows the training loss against the validation loss of DeepAutoEnCF-U for MovieLens-1M dataset without 
any features. Fig. 2 and Fig. 3 show the training loss against the validation loss of DeepAutoEnCF-U on 
MovieLens-1M dataset with age, gender features and age, gender movie and genre weightage feature respectively. 
The model with age, gender and movie genre weightage feature performs better than the model without features 
and with only age and gender feature. Though the RMSE of this model is a bit more than the model with only age 
and gender feature, the performance graph shows improvement in learning and hence the model can give better 
performance if we generalize it.  
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Fig 1. DeepAutoEnCF-U Training Vs. Validation Loss for MovieLens-1M dataset (80/10/10 split) Without Features 

 
Fig 2. DeepAutoEnCF-U Training Vs. Validation Loss for MovieLens-1M dataset (80/10/10 split) with Age and Gender Features 

 
Fig 3. DeepAutoEnCF-U Training Vs. Validation Loss for MovieLens-1M dataset (80/10/10 split) with Age, Gender and Movie Genre 

Weightage Features 

Fig. 4 shows performance of DeepAutoEnCF-U on MovieLens-1M dataset for 60/20/20 split with features. The 
model overfits for this split with features. It shows similar performance with and without features for this split. 
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Fig 4. DeepAutoEnCF-U Training Vs. Validation Loss for MovieLens-1M dataset (60/20/20 split) with Age, Gender and Movie Genre 

Weightage Features 

Fig. 5 shows the training loss against the validation loss of DeepAutoEnCF-I for MovieLens-1M dataset without 
any features. Fig. 6 shows the training loss against the validation loss of DeepAutoEnCF-I on MovieLens-1M 
dataset with movie genre feature. Here also the model performs better with features which can perform better 
when the model is generalized. 

 
Fig 5. DeepAutoEnCF-I Training Vs. Validation Loss for MovieLens-1M dataset (80/10/10 split) without Features 

 
Fig 6. DeepAutoEnCF-I Training Vs. Validation Loss for MovieLens-1M Dataset (80/10/10 split) with Movie Genre Feature 

Fig. 7 shows performance of DeepAutoEnCF-I for MovieLen-1M dataset for 60/20/20 dataset split. For item 
based approach also the model shows either overfit or unpresentable performance. For both the approaches the 
performance (RMSE) and the learning improves when features are added to the input with 90/10/10 dataset split. 
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Fig 7. DeepAutoEnCF-I Training Vs. Validation Loss for MovieLens-1M Dataset (60/20/20 split) with Movie Genre Feature 

7. Conclusions 

For both the datasets, the proposed system outperforms the traditional collaborative filtering algorithms. For 
MovieLens 100K dataset DeepAutoEnCF-I showed better performance than DeepAutoEnCF-U. For MovieLens-
1M dataset both the approaches, user based and item based, show improvement in performance when features are 
added to the input. The performance of DeepAutoEnCF-I improved more than DeepAutoEnCF-U as compared to 
their performance without features. Whenever the data is spare, adding new features supports the learning process 
and improves the performance. Denoising Autoencoders with dropout improve the performance of recommender 
systems for predicting ratings. New features can be thought and added to the input further for improving the 
performance of recommender systems with deep learning through denoising autoencoders. 
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